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1

I ntroduction

1.1 INTRODUCTION

If you can’'t managerisk, you can’t control it. And if you can’t control it you can’t
manage it. That means you're just gambling and hoping to get lucky.
(J. Hooten, Managing Partner, Arthur Andersen & Co., 2000)

The increasing pace of change, customer demands and market globali-
sation all put risk management high on the agendafor forward-thinking
companies. It is necessary to have a comprehensive risk management
strategy to survive in today’s market place. In addition, the Cadbury
Committee’s Report on Corporate Governance (1992) statesthat having
aprocessin place to identify major business risks as one of the key pro-
cedures of an effective control systemis paramount. This has since been
extended in the Guide for Directors on the Combined Caode, published
by the Institute of Chartered Accountants (1999). Thisguideisreferred
to asthe ‘ Turnbull Report’ (1999) for the purposes of this book.

The management of risk is one of the most important issues facing
organisations today. High-profile cases such as Barings and Railtrack
in the UK, Enron, Adelphia and Worldcom in the USA, and recently
Parmalat, demonstrate the consequences of not managing risk properly.
For example, organisations which do not fully understand the risks of
implementing their strategies are likely to decline. Marconi decided to
move into a high-growth area in the telecom sector but failed in two
distinct respects. Firstly, growth was by acquisition and Marconi paid
premium prices for organi sations because of the competitive consolida-
tion within the sector. Secondly, the market values in the telecom sector
slumped because the sector was overexposed owing to debt caused by
slower growth in sales than expected.

1.2 WHY MANAGING RISK ISIMPORTANT

The Cadbury Report on Corporate Governance Committee Working
Party (1992) on how to implement the Cadbury Code requirement for
directorsto report on the effectiveness of their system of internal control
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lists the following criteria for assessing effectiveness on the identifica
tion and evaluation of risks and control objectives:

e identification of key business risksin atimely manner

e consideration of the likelihood of risks crystallising and the signifi-
cance of the consequent financial impact on the business

e establishment of prioritiesfor the allocation of resources available for
control and the setting and communicating of clear control objectives.

The London Stock Exchange requires every listed company to include
a statement in its annual report confirming that it is complying with
this code, or by providing details of any areas of non-compliance. This
has since been re-enforced and extended by the Turnbull Report (1999).
The Sarbanes-Oxley Act (2002) is similar to the Turnbull Report. This
Act introduced highly significant legislative changes to financia prac-
tice and corporate governance regulation in the USA. The Act requires
chief executive officers (CEQOs) and group financia directors (GFDs)
of foreign private registrants to make specific certifications in annual
reports.

In today’s climate of rapid change people are less likely to recognise
the unusual, the decision-making time frameis often smaller, and scarce
resources often aggravate the effect of unmanaged risk. The pace of
changeal so meansthat therisksfacing an organi sation change constantly
(time related). Therefore the management of risk is not a static process
but a dynamic process of identification and mitigation that should be
regularly reviewed.

1.3 GENERAL DEFINITION OF RISK MANAGEMENT

Theart of risk management isto identify risks specific to an organisation
and to respond to them in an appropriate way. Risk management is a
formal processthat enables the identification, assessment, planning and
management of risks.

All levels of an organisation need to be included in the management
of risk in order for it to be effective. These levels are usually termed
corporate (policy setting), strategic business (the lines of business) and
project. Risk management needs to take into consideration the interac-
tion of these levels and reflect the processes that permit these levels to
communicate and learn from each other.

The aim of risk management is therefore threefold. It must identify
risk, undertake an objective analysis of risks specific to the organisation,
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and respond to the risks in an appropriate and effective manner. These
stages include being able to assess the prevailing environment (both in-
ternal and external) and to assess how any changesto that prevailing en-
vironment wouldimpact on aproject in hand or on aportfolio of projects.

1.4 BACKGROUND AND STRUCTURE

This book provides background knowledge about risk management and
its functions at each level within an organisation, namely the corporate,
strategic business and project levels.

Figure 1.1 illustrates a typical organisational structure which allows
risk management to be focused at different levels. By classifying and
categorising risk within these levels it is possible to drill down and
roll up to any level of the organisational structure. This should establish
which risksaproject ismost sensitiveto so that appropriaterisk response
strategies may be implemented to benefit al stakeholders.

Figure 1.1illustratesthe corporate, strategic business and project lev-
els which provide the foundation for this book. Risk management is
seen to be integral to each level although the flow of information from
level to level isnot necessarily on atop-down or bottom-up basis. Merna
and Merna (2004) believerisksidentified at each level are dependent on
the information available at the time of the assessment, with each risk
being assessed in more detail as more information becomes available.
In effect, the impact of risk istime related.

Figure 1.2 illustrates the possible outcomes of risk. The word ‘risk’
is often perceived in a negative way. However, managed in the correct
way, prevailing risks can often have a positive impact.

2 Long-term
risks — low
level of detail
involved
Corporate -
P Risk
Management
Strategic Business
Short-term
risks — high
Project level of detail
v involved

Figurel.l Levelswithinacorporate organisation (Merna 2003)



4 Corporate Risk Management

Loss

RISK

v

Gain

Figure 1.2 Relationship of risk to possible losses and gains

Risk management should consider not only the threats (possible
losses) but also the opportunities (possible gains). It is important to
note that |0sses or gains can be made at each level of an organisation.

1.5 AIM

The aim of this book is to analyse, compare and contrast tools and
techniques used in risk management at corporate, strategic business and
project levels and develop a risk management mechanism for the se-
guencing of risk assessment through corporate, strategic business and
project stages of an investment.

Typical risks affecting organisations are discussed and risk modelling
through computer simulation is explained.

The book also examines portfolio risk management and cash flow
management.

1.6 SCOPE OF THE BOOK

Chapter 2 discusses the concept of risk and uncertainty in terms of
projects and investments. It then outlines the sources and types of risk
that can affect each level of an organisation.

Chapter 3 is a general introduction to the topic of risk management.
It summarises the history of risk management and provides definitions
of risk and uncertainty. It also describes the risk process, in terms of
identification, analysis and response. It then goes on to identify thetasks
and benefits of risk management, the risk management plan and the
typical stakeholdersinvolved in an investment or project.

Chapter 4 is concerned with the tool s and techniques used within risk
management. It prioritises the techniques into two categories, namely
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qualitative and quantitative techniques, and describes how such tech-
nigues are implemented. It also provides the elements for carrying out
a country risk analysis and briefly describes the risks associated with
investing in different countries.

Chapter 5 outlines the risks involved in financing projects and the
different ways of managing them. The advantages and disadvantages
of risk modelling are discussed, and different types of risk software
described.

Chapter 6 is concerned with portfolios and the strategies involved
in portfolio selection. Bundling projects is examined and cash flows
specificto portfoliosareanalysed. Variousmethodsof cash flow analyses
are discussed.

Chapter 7 is specific to the corporate level within an organisation.
It is concerned with the history of the corporation, corporate structure,
corporate management and thelegal obligationsof theboard of directors,
corporate strategy and, primarily, corporate risk.

Chapter 8 is specific to the strategic business|evel within an organisa-
tion. It discusses business formation, and defines the strategic business
unit (SBU). It is primarily concerned with strategic management func-
tions, strategic planning and model sused within thislevel. Risks specific
tothislevel are aso identified.

Chapter 9 is specific to the project level within an organisation. It
outlinesthehistory of project management, itsfunctions, project strategy
and risks specific to the project level.

Chapter 10 provides a generic mechanism for the sequence and flow
of risk assessment in terms of identification, analysis and response to
risk at corporate, strategic business and project levels.

Chapter 11 describes a number of corporate governance codes and
how they address the need for risk management.

Chapter 12 introduces the Basel |1 framework and discusses, in par-
ticular, how probability default (PD) and loss given default (LGD) are
addressed and other operational management issues.

Chapter 13 describes how quality management can be used to manage
many of therisksinherent in organisations and how quality related risks
can affect the profitability of an investment.

Chapter 14 provides Case Study 1 which investigates the pharma-
ceutical industry and illustrates the typical risks in a drug devel opment
process (DDP) and how many of these risks can be mitigated.

Chapter 15 provides Case Study 2 which shows the risks associated
with the procurement of crude oil and the sale of refined products. This
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case study also addresses the risks in the supply and offtake contracts
and utilises Crystal Ball as the simulation software for modelling and
assessment of risks.

Chapter 16 provides Case Study 3 which describes the development
of risk registers at corporate, strategic business unit and project levels
and the development of arisk statement for a specific project.

Thefinal chapter, Chapter 17, provides Case Study 4 which describes
how the major risks at each level of a corporation can be identified and
quantitatively analysed and then summarised to devel op arisk statement
for shareholders.



2
The Concept of Risk and

Uncertainty and the Sources and
Types of Risk

Man plans, God smiles
(Hebrew proverb)
Fortune favours the prepared
(Louis Pasteur)

21 INTRODUCTION

Risk affects every aspect of human life; we live with it every day and
learn to manage its influence on our lives. In most cases thisis done as
an unstructured activity, based on common sense, relevant knowledge,
experience and instinct.

This chapter outlines the basic concept of risk and uncertainty and
providesanumber of definitionsof them. It al so discussesthedimensions
of risk and the perception of risk throughout an organisation. Different
sources and types of risk are aso discussed.

2.2 BACKGROUND

Uncertainty affects all investments. However, uncertainty can often be
considered in terms of probability provided sufficient information is
known about the uncertainty. Probability is based on the occurrence of
any event and thus must have an effect on the outcome of that event.
The effect can be determined on the basis of the cause and description
of an occurrence. For example, the cause, description and effect can be
illustrated by the following:

‘Crossing the road without looking’ will most likely result in ‘injury’.

Figure 2.1 illustrates the concept of risk in terms of uncertainty, proba-
bility, effect and outcome.
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Uncertainty
Surrounding a
Factor or Event

v
v v
Effect Probability
of Factor or of Occurrence of
Event on the the
Project Outcome Factor or Event
v v
v
Probability
Distribution

for the
Outcome Values

Figure2.1 The concept of risk (Merna and Smith 1996) (Reproduced by permission

of A. Merna)

Once the probability, cause and effect of an occurrence can be de-
termined then a probability distribution can be computed. From this
probability distribution, over arange of possibilities, the chances of risk
occurring can be determined, thus reducing the uncertainty associated

with this event.

The authors suggest that uncertainty can often be interpreted as
prophecy, since a prophecy is not based on data or experience. A pre-
diction, however, is normally based on data or past experience and thus

offers abasis for potential risk.

2.3 RISK AND UNCERTAINTY: BASIC CONCEPTS

AND GENERAL PRINCIPLES
According to Chapman and Ward (1997):

All projectsinvolverisk—thezerorisk projectisnot worth pursuing. Organisations
which better understand the nature of these risks and can manage them more
effectively can not only avoid unforeseen disasters but can work with tighter
marginsand less contingency, freeing resourcesfor other endeavours, and seizing
opportunities for advantageous investment which might otherwise be rejected as

too risky.

Risk and uncertainty are distinguished by both Bussey (1978) and

Merrett and Sykes (1983) as:
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Adecision issaid to be subject to risk when there is a range of possible outcomes
and when known probabilities can be attached to the outcome.

Uncertainty exists when there is more than one possible outcome to a course of
action but the probability of each outcome is not known.

In today’s business, nearly al decisions are taken purely on a finan-
cial consequences basis. Business | eaders need to understand and know
whether the returns on a project justify taking risks, and the extent of
these consequences (losses) if the risks do materialise. Investors, on the
other hand, need some indication of whether the returns on an invest-
ment meet their minimum returns if the investment is fully exposed to
the risks identified. (Merna 2002) suggests.

we are at a unique point in the market where players are starting to recognise
that risks need to be quantified and that information about these projects needs
to be made available to all participantsin the transaction.

Thereforeidentifying risksand quantifyingtheminrelationtothereturns
of aproject isimportant. By knowing the full extent of their gains and/or
| osses, business|eadersand i nvestors can then decidewhether to sanction
or cancel an investment or project.

24 THE ORIGIN OF RISK

The origin of the word ‘risk’ is thought to be either the Arabic word
risg or the Latin word riscum (Kedar 1970). The Arabic risq signifies
“anything that has been given to you [by God] and from which you draw
profit’ and has connotations of a fortuitous and favourable outcome.
The Latin riscum, however, originally referred to the challenge that a
barrier reef presentsto asailor and clearly has connotations of an equally
fortuitous but unfavourable event.

A Greek derivative of the Arabic word risg which was used in the
twelfth century would appear to relate to chance of outcomes in gen-
eral and have neither positive nor negative implications (Kedar 1970).
The modern French word risqué has mainly negative but occasionally
positive connotations, as for examplein ‘qui derisgquerien n'arien’ or
‘nothing ventured nothing gained’, whilst in common English usage the
word ‘risk’ has very definite negative associationsasin ‘run therisk’ or
“at risk’, meaning exposed to danger.

Theword ‘risk’ entered the English language in the mid seventeenth
century, derived from the word ‘risque’. In the second quarter of the
eighteenth century the anglicised spelling began to appear in insurance
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transactions (Flanagan and Norman 1993). Over time and in common
usage the meaning of the word has changed from one of simply describ-
ing any unintended or unexpected outcome, good or bad, of a decision
or course of action to one which relates to undesirable outcomes and the
chance of their occurrence (Wharton 1992). In the more scientific and
specialised literature on the subject, the word ‘risk’ is used to imply a
measurement of the chance of an outcome, the size of the outcome or
a combination of both. There have been several attempts to incorporate
the idea of both size and chance of an outcome in the one definition.
To many organisations risk is a four-letter word that they try insulate
themselves from.

Rowe (1977) definesrisk as* Thepotential for unwanted negative con-
sequences of an event or activity’ whilst many authors definerisk as*A
measure of the probability and the severity of adverse effects . Rescher
(1983) explainsthat * Risk isthe chancing of anegative outcome. To mea-
sure risk we must accordingly measure both its defining components,
and the chance of negativity’. The way in which these measurements
must be combined is described by Gratt (1987) as ‘estimation of risk
isusually based on the expected result of the conditional probability of
the event occurring times the consequences of the event given that it has
occurred’.

It followsthen that in the context of, for example, a potential disaster,
the word ‘risk’ might be used either as a measure of the magnitude of
the unintended outcome, say, 2000 deaths, or as the probability of its
occurrence, say, 1 in 1000 or even the product of the two — a statis-
tical expectation of two deaths (Wharton 1992). Over time a number
of different, sometimes conflicting and more recently rather complex
meanings have been attributed to the word ‘risk’. It is unfortunate that
asimple definition closely relating to the medieval Greek interpretation
has not prevailed — one which avoids any connotation of afavourable or
unfavourable outcome or the probability or size of the event.

The model shown in Figure 2.2 suggests that risk is composed of
four essential parameters: probability of occurrence, severity of impact,
susceptibility to change and degree of interdependency with other factors
of risks. Without any of these the situation or event cannot truly be
considered arisk. This model can be used to describe risk situations or
events in the modelling of any investments for risk analysis.

Theuse of arisk model hel psreducereliance upon raw judgement and
intuition. Theinputsto the model are provided by humans, but the brain
is given a system on which to operate (Flanagan and Norman 1993).
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Susceptibility to Change or External
Influences:

 opportunity

 upside or downside result

v

Severity of Impact (high/low):
« threat intensity (damage Risk Probability of Occurrence (high/low):
potential) s « Varying probability (0-1)
« continuously varying in terms « Frequency (high/low)

of cost & time 4

Degree of Interdependency with
other Factors of Risk

Figure2.2 Typical risk parameters (Adapted from Allen 1995)

Models provide a backup for our unreliable intuition. A model can be
thought of as having two roles:

1. It produces an answer.
2. Itactsasavehiclefor communication, bringing out factorsthat might
not be otherwise considered.

Models provide a mechanism by which risks can be communicated
through the system. A risk management systemisamodel, it providesa
means for identification, classification and analysis and then aresponse
torisk.

2.4.1 Dimensionsof Risk

A common definition of risk — the likelihood of something undesir-
able happening in agiven time — is conceptually simple but difficult to
apply. It provides no clues to the overal context and how risks might
be perceived. Most people think of risk in terms of three components:
something bad happening, the chances of it happening, and the conse-
quencesif it does happen. These three components of risk can be used as
the basis of a structure for risk assessment. Kaplan and Gerrick (1981)
proposed atriplet for recording risks which includes a set of scenarios
or similar occurrences (something bad happens), the probabilities that
the occurrences take place (the chances something bad happens), and
the consequence measures associated with the occurrences.
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In some ways, this structure begs the question of definition becauseit
isdtill left to the risk assessors to determine what ‘bad’ actually means,
what the scenarios or occurrences are that can lead to something bad,
and how to measure the severity of the results. The steps involved in
defining and measuring risk include:

1. Defining ‘bad’ by identifying the objectives of an organisation and
the resources that are threatened.

2. ldentifying scenarios whose occurrence can threaten the resources of
value.

3. Measure the severity or magnitude of impacts.

The severity or magnitude of consequencesis measured by avalue func-
tion that provides the common denominator. The severity can be mea-
sured in common units across all the dimensions of risk by translating
theimpact into acommon unit of value. Thiscan be adimensionlessunit
such as the utility functions used in economics and decision analysis or
some common economic term (Kolluru et al. 1996).

The issue here is selecting an appropriate metric for measuring im-
pacts and then determining the form of the effects function. This form
has to be capable of representing risk for diverse stakeholders and of
expressing the impacts to health, safety and the environment as well as
other assets.

One response, still surprisingly common, is to shy away from risk
and hope for the best. Another isto apply expert judgement, experience
and gut feel to the problem. In spite of this, substantial investments are
decided on the basis of judgement alone, with little or nothing to back
them up.

2.5 UNCERTAINTIES

Risk and uncertainty as distinguished by both Bussey (1978) and Mer-
rett and Sykes (1973) were discussed earlier in this chapter. The authors
Vernon (1981) and Diekmann et al. (1988), however, consider that the
terms risk and uncertainty may be used interchangeably but have some-
what different meanings, where risk refers to statistically predictable
occurrences and uncertainty to an unknown of generally unpredictable
variability.

Lifson and Shaifer (1982) combine the two terms by defining risk as:

The uncertainty associated with estimates of outcomes.
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Uncertainty is used to describe the situation when it is not possible to
attach a probability to the likelihood of occurrence of an event. Un-
certainty causes a rift between good decision and good outcome. The
distinguishing factor between risk and uncertainty isthat risk istaken to
have quantifiabl e attributes, and a place in the calculus of probabilities,
whereas uncertainty does not (Finkel 1990).

Hetland (2003) believes the following assertions clarify uncertainty:

¢ Risk isanimplication of a phenomenon being uncertain.

e Implications of a phenomenon being uncertain may be wanted or
unwanted.

¢ Uncertainties and their implications need to be understood to be man-

aged properly.

Smith et al. (2006) suggest that risks fall in to three categories. known
risks, known unknowns and unknown unknowns.

Known risks include minor variations in productivity and swings in
materials costs and inevitably occur in construction and manufacturing
projects. These are usually covered by contingency sums to cover for
additional work or delay, often in the form of a percentage addition to
the estimated cost.

Known unknowns are the risk eventswhose occurrenceis predictable
or foreseeable with either their probability of occurrence or likely effect
known. A novel example of thisis as follows. An automobile breaker’s
yard in aborough of New York has the following sign on its gate.

These premises are protected by teams of Rottweiler and Doberman pinscher
three nights a week. You guess the nights.

A potential felon can deduce from this sign that there is a 3/7 chance
of being confronted by the dogs, and possibly being mauleds and a 4/7
chance of success. Thereforethereisabetter chance of not being caught
than being caught, however, without any data regarding the respective
nights — you guess the nights.

Unknown unknowns are those events whose probabilities of occur-
rence and effect are not foreseeabl e by even the most experienced practi-
tioners. These are often considered asforce majeure events. An example
of unknown unknowns is common in the pharmaceuticals industry. In
the first stage of a drug development process the side effects and their
probabilities are unknown athough it is known that all drugs have side
effects.
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Uncertainty is said to exist in situations where decision-makers lack
compl ete knowledge, information or understanding concerning the pro-
posed decision and its possible consequences. There are two types of
uncertainties: uncertainty arising from asituation of pure chance, which
isknown as ‘aleatory uncertainty’; and uncertainty arising from a prob-
lem situation where the resolution will depend upon the exercise of
judgement, which is known as ‘ epistemic uncertainty’ .

An example of aleatory risk is the discovery of the drug Viagra. Al-
though this drug wasinitially being devel oped as atreatment for angina
it was found during clinical trials that the drug had side effects which
could help prevent sexual dysfunctional syndromein males.

The situations of uncertainty often encountered during the earlier
stages of a project are ‘epistemic’. The phenomenon of epistemic un-
certainty can be brought about by a number of factors, such as:

e lack of clarity in structuring the problem

e inability to identify alternative solutions to the situation

e the amount and quality of the information available

e futuristic nature of decision making

e objectives to be satisfied within decision making

e level of confidence concerning the post-decision stage of imple-
mentation

e the amount of time available

e personal qualities of the decision-maker.

Many of the above factors have been encountered in private financeini-
tiative (PFI) types of investments where risk assessments are required
to consider events over long operation periods once a project has been
commissioned, in some cases 25 years or more. Rowe (1977) distin-
guished uncertainty within the decision-making process as descriptive
uncertainty and measurement uncertainty. Descriptive uncertaintiesrep-
resent an absence of information and this preventsthe full identification
of the variables that explicitly define asystem. Asaresult, the decision-
maker isunableto describe fully the degrees of freedom of asystem, for
example problem identification and structuring, solution identification,
degree of clarity in the specification of objectives and constraints.

M easurement uncertai nties al so represent the absence of information;
however, these relate to the specifications of the values to be assigned
to each variable in asystem. As aresult the decision-maker isunableto
measure or assign specific values to the variables comprising a system,
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Table2.1 Risk—uncertainty continuum (Adapted from Rafferty 1994)

RISK UNCERTAINTY
Quantifiable — Non-quantifiable
Statistical Assessment — Subjective Probability
Hard Data — Informed Opinion

for example the factors of information quality, the futurity of decisions,
the likely effectiveness of implementation.

The need to manage uncertainty is inherent in most projects which
requireformal project management. Chapman and Ward (1997) consider
the following illustrative definition of such a project:

An endeavour in which human, material and financial resourcesare organisedin
a novel way, to undertake a unique scope of work of given specification, within
constraints of cost and time, so as to achieve unitary, beneficial change, through
the delivery of quantified and qualitative objectives.

This definition highlights the one-off, change-inducing nature of
projects, the need to organise a variety of resources under significant
constraints, and the central role of objectives in project definition. It
also suggests inherent uncertainty which requires attention as part of an
effective project management process.

Theroots of thisuncertainty are worth clarification. Careful attention
to formal risk management processesis usually motivated by the large-
scale use of new and untried technology while executing major projects,
and other obvious sources of significant risk.

A broad definition of project risk is ‘the implications of the exis-
tence of significant uncertainty about the level of project performance
achievable’ (Chapman and Ward 1997).

Uncertainty attached to a high-risk impact event represents a greater
unknown than a quantified risk attached to the same event. Rafferty
(1994) developed a‘ risk—uncertainty continuum’ as given in Table 2.1.

26 SOURCESOF RISK

There are many sources of risk that an organisation must take into ac-
count before a decision is made. It is therefore important that these
sources of risk are available, thus allowing the necessary identification,
analysis and response to take place. Many of the sources of risk sum-
marised in Table 2.2 occur at different times over an investment. Risks
may be specific to the corporate level, such as palitical, financial and
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Table2.2 Typica sources of risk to business from projects (Mernaand Smith
1996)

Heading Change and uncertainty in or due to:

Political Government policy, public opinion, change in ideology, dogma,
legislation, disorder (war, terrorism, riots)

Environmental ~ Contaminated land or pollution liability, nuisance (e.g., noise),
permissions, public opinion, internal/corporate policy,
environmental law or regulations or practice or ‘impact’

regquirements

Planning Permission requirements, policy and practice, land use,
socio-economic impacts, public opinion

Market Demand (forecasts), competition, obsol escence, customer
satisfaction, fashion

Economic Treasury policy, taxation, cost inflation, interest rates, exchange
rates

Financial Bankruptcy, margins, insurance, risk share

Natural Unforeseen ground conditions, weather, earthquake, fire or
explosion, archaeological discovery

Project Definition, procurement strategy, performance requirements,

standards, leadership, organisation (maturity, commitment,
competence and experience), planning and quality control,
programme, labour and resources, communications and culture

Technical Design adequacy, operational efficiency, reliability

Regulatory Changes by regulator

Human Error, incompetence, ignorance, tiredness, communication ability,
culture, work in the dark or at night

Criminal Lack of security, vandalism, theft, fraud, corruption

Safety Regulations (e.g., CDM, Health and Safety at Work), hazardous
substances (COSSH), collisions, collapse, flooding, fire and
explosion

Legd Those associated with changes in legislation, both in the UK and

from EU directives
The above list is extensive but not complete

Reproduced by permission of A. Merna

legal risks. At the strategic businesslevel, economic, natural and market
risks may need to be assessed before a project is sanctioned. Project
risks may be specific to a project, such as technical, health and safety,
operationa and quality risks. At the project level, however, the project
manager should be confident that risks associated with corporate and
strategic business functions are fully assessed and managed. In many
business casesrisks assessed initially at corporate and strategic business
levels have to be reassessed as the project progresses, since the risks
may affect the ongoing project.

A source of risk isany factor that can affect project or business perfor-
mance, and risk arises when this effect is both uncertain and significant
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initsimpact on project or business performance. It follows that the def-
inition of project objectives and performance criteria has afundamental
influence on the level of project risk. Setting tight cost or time targets
with insufficient resources makes a project more cost and time risky by
definition, since achievement of targets is more uncertain if targets are
‘tight’. Conversely, setting slack time or quality requirements implies
low time or quality risk.

However, inappropriate targets are themselves a source of risk, and
thefailureto acknowledge the need for aminimum level of performance
against certain criteriaautomatically generatesrisk on thosedimensions.
If, for example, a corporate entity sets unachievable targets to an SBU
thenitishighly likely that the projectsundertaken by the SBU will suffer
owing to the risk associated with meeting such targets.

Morris and Hough (1987) argue for the importance of setting clear
objectives and performance criteria which reflect the requirements of
various parties, including stakeholders who are not always recognised
as players (regulatory authorities, for example). The different project
objectives held by interested parties and stakeholders and the interde-
pendencies between different objectives need to be appreciated. Strate-
giesfor managing risk cannot be divorced from strategies for managing
or accomplishing project objectives.

Whatever the underlying performance objectives, thefocus on project
success and uncertainty about achieving it leads to risk being defined
in terms of a ‘threat to success . If success for a project, and in turn
the SBU, is measured solely in terms of realised cost relative to some
target or commitment, then risk might be defined in terms of the threat
to success posed by a given plan in terms of the size of possible cost
overruns and their likelihood. This might be termed ‘threat intensity’
(Chapman and Ward 1997).

From this perspectiveitisanatural step to regard risk management as
essentially about removing or reducing the possibility of underperfor-
mance. Thisisunfortunate, sinceit resultsin avery limited appreciation
of project risk. Oftenit can bejust asimportant to appreciate the positive
side of uncertainty, which may present opportunitiesrather than threats.

On occasion opportunities may also be very important from the point
of view of morale. High moraleisas central to good risk management as
it isto the management of teamsin general. If a project team becomes
immersed in nothing but threats, the ensuing doom and gloom can de-
stroy the project. Systematic searches for opportunities, and a manage-
ment willing to respond to opportunities identified by those working for
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them at al level s (which may haveimplicationswell beyond the remit of
the discoverer), can provide the basis for systematic building of morale.
More generaly, it is important to appreciate that project risk by its
natureisavery complex beast with important behavioural implications.
Simplistic definitions such as ‘risk is the probability of adownside risk
event multiplied by itsimpact’ may have their value in special circum-
stances, but it is important to face the complexity of what project risk
management is really about if real achievement is to be attained when
attempting to manage that risk at any level in the organisation.

2.7 TYPICAL RISKS
2.7.1 Project Risks

The requirement is not only to manage the physical risks of the project,
but also to make sure that other partiesin the project manage their own
risks. For example, the International Finance Corporation (IFC) division
of the World Bank has a project team which travels round the locations
in which the IFC has an interest and ensures not only that risks are
controlled effectively, but that responsibilities are allocated and risks
transferred by contract or insurance as appropriate. In this example the
IFC would be similar to the corporate entity checking on its various
projects undertaken by SBUs.

Risk and uncertainty are inherent to all projects and investors in
projects or commercial assets are exposed to risks throughout the life of
the project. The risk exposure of an engineering project, for example,
is proportional to the magnitude of both the existing and the proposed
investment. Generally, the post-sanction period up to the completion of
construction is associated with rapid and intensive expenditure (cash
burn) for the investor(s), usualy under conditions of uncertainty, and
consequently this stage of the process is particularly sensitive to risks.
The subsequent operational phaseis subject to risks associated with rev-
enue generation and operational costs. Hence the two phases that are
most susceptible to risk are:

1. theimplementation stage (pre-completion) — relative to construction
risks

2. theoperational phase (post-completion) —relativeto operational risks,
the first few years of operation having the highest degree of suscep-
tibility.
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The most severe risks affecting projects are summarised by Thompson
and Perry (1992) in project management terms as:

e failure to keep within cost estimate
e failure to achieve the required completion date
e failure to achieve the required quality and operational requirements.

Many project management practitioners suggest the following influence
the risk associated with projects:

e project size

e technology maturity (the incorporation of novel methods, techniques,
materials)

e project structural complexity.

In effect thelarger the project the greater therisk. Increasein sizeusually
means an increase in complexity, including the complexity of adminis-
tration, management, communication amongst participants and so on;
for example, inaccurate forecasts, late deliveries (supply chain), equip-
ment break downs and the like.

Figure 2.3 illustrates the financial risk timeline. The maximum point
of financial risk is when the project is near completion when debt ser-
vice is a its highest. As the project moves through its life cycle and
starts to generate regular revenues, the financial exposure is reduced
considerably.

The risks which influence projects can aso be categorised as global
and elemental risks.

Maximum point of financial risk

Financial Risk

v

Time

Figure2.3 Financia risk timeline
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2.7.2 Global Risks

Global risks originate from sources external to the project environment
and althoughthey areusually predictabletheir effect onthe outcome may
not always be controllable within the elements of the project. The four
major global risks are political, legal, commercial and environmental
risks (Merna and Smith 1996). These types of risk are often referred
to as uncontrollable risks since the corporate entity cannot control such
risks even though there is a high probability of occurrence. Normally
these risks are dealt with at corporate level and often determine whether
aproject will be sanctioned.

2.7.3 Elemental Risks

Elemental risks originate from sources within the project environment
and are usually controllable within the elements of the project. The
four main elemental risks are construction/manufacture, operational,
financial and revenuerisks (Mernaand Smith 1996). Thesetypes of risk
are usually considered as controllable risks and are often related to the
different phases of a project and mainly assessed at SBU and project
levels.

2.7.4 Holistic Risk

Many organisations have developed risk management mechanisms to
deal with the overt and insurable risks associated with projects. In
most cases risk identification, analysis and response are seen to be
the most important elements to satisfy clients and other project stake-
holders.

There are, however, risks associated with intangible assets such as
market share, reputation, value, technology, intellectual property (usu-
aly data, patents and copyrights), changes in strategy/methods, share-
holder perception, company safety and quality of product. These are
extremely important for organisations operating a portfolio of projects
or business assets (Davies 2000).

Holistic risk management is the process by which an organisation
firstly identifies and quantifies all of the threats to its objectives, and
having done so managesthose threats within, or by adapting, itsexisting
management structure. Holistic risk management addresses many of
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the elements identified in the Turnbull Report (1999), and attempts to
aleviate many of the concerns of shareholders.

275 Static Risk

This relates only to potential 1osses where people are concerned with
minimising losses by risk aversion (Flanagan and Norman 1993). A typ-
ical examplewould betherisk of losing marketsfor aparticular product
or brand of goods by not risking the introduction of new products or
goods onto the same market. Many established organisations have tried
to mitigate this risk by entering into joint ventures with more dynamic
companies, often from booming economies.

2.7.6 Dynamic Risk

Thisis concerned with maximising opportunities. Dynamic risk means
that therewill be potential gainsaswell as potential losses. For example,
Marconi tried to gain by changing from a well-established market in
the defence industry to new uncertain markets in the telecom industry.
Dynamic risk is risking the loss of something certain for the gain of
something uncertain. Every management decision has the element of
dynamic risk governed only by the practical rules of risk taking. During
aproject, losses and gainsresulting from risk can be plotted against each
other and compared (Flanagan and Norman 1993).

2.7.7 Inherent Risk

The way in which risk is handled depends on the nature of the business
and the way that business is organised internally. For example, energy
companies are engaged in an inherently risky business — the threat of
fire and explosion is always present, asis the risk of environmental im-
pairment. Financial institutions on the other hand have an inherently
lower risk of fire and explosion than an oil company, but they are ex-
posed to different sorts of risk. However, the level of attention given to
managing risk in an industry is as important as the actual risk inherent
in the operations which necessarily must be performed in that industry
activity. For example, until very recently repetitive strain injury (RSI)
was not considered to be a problem, but it is now affecting employers
liability insurance (International Journal of Project and Business Risk
Management 1998).
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TENDER

Bid 1
contingency
(+ 10%)

Bid 2
contingency
(+ 10%)

Bid 3
contingency
(+ 10%)

Bid 4
with risk
assessment

(+ 6%)

Figure2.4 The effective bid process

2.7.8 Contingent Risk

This occurs when an organisation is affected directly by an event in an
area beyond its direct control but on which it has a dependency, such
as weak suppliers (International Journal of Project and Business Risk
Management 1998). Normally a percentage of the overall project value
is put aside to cover costs of meeting such risks should they occur.

The problem with assigning a contingency sum arises when such
a sum is assigned to every supplier, irrespective of whether supply is
considered as arisk.

Figure 2.4 illustrates how organisations bidding for a tender simply
apply a 10% risk contingency. However, organisations may lose out to
competitors assessing supplier risk for each individual supplier. In the
example above it is no surprise to find that Bid 4 won the tender.

Hussain (2005) proposesthat all bids should be accompanied by arisk
envelope so that clients can assess the risks identified by each bidder to
determine potential additional costs or savings. The risk envelope is
developed on the basis of:

e analysis of each risk based on its probability of occurring

analysis of each risk for its impact on the project should it actually
occur

apriority rating of the overall importance of each risk

aset of preventiveactionstoreducethelikelihood of therisksoccurring
a set of contingent actions to reduce the impact should the risk
eventuate.

Therisk envelope can be used by clientsto identify worst case scenarios
and help inrealising arealistic budget. The cost of managing each risk
identified by bidders can be compared by the client in a similar way to
that for other items identified in the bid such as the cost of concrete,
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falsework, excavation and the like. Hussain (2005) suggeststhat the risk
envel ope should form an essential part of the bid award process.

2.7.9 Customer Risk

Dependency on one client creates vulnerability because that client can
take its business away, or be taken over by arival. The risk can be
managed by creating a larger customer base (International Journal of
Project and Business Risk Management 1998).

2.7.10 Fiscal/Regulatory Risk

Only by keeping abreast of potential changes in the environment can
a business expect to manage these risks. Recent examples in the UK
include awards to women for discrimination in the armed forces, RS
and windfall profits tax in exceptional years (International Journal of
Project Business Risk Management 1998). In October 2001, Railtrack
Plc, a company listed on the London Stock Exchange, was put into
administration by the UK Transport Secretary without any consultation
with its lenders or shareholders. Shareholders taking the usual risks of
risesand fallsin stock market valuewere quickly madeawareof thisrisk.

2.7.11 Purchasing Risk

Purchasing risk isavital part of modern commercial reality but recently
the subject has gained prominencein the work of leading academicsand
management theoreticians. Many businesses are designing and imple-
menting new performance measurement systemsand finding aparticul ar
challenge in developing measures for some key elements of purchasing
contribution which are now regarded as strategic but which have not
been historically analysed and measured in any seriousway. The area of
commercial risk isaprominent example of such achallenge. Inthe past,
effective risk management has been cited as one of the key contributions
that effective purchasing can make to a business, but its treatment has
been largely anegative one; the emphasi s hasbeen on ensuring minimum
standards from suppliers to ensure a contract would not be frustrated.
Theissues now being addressed by |eading-edge practitionersintherisk
area are much broader and are perhaps more correctly identified using
terminology such as management of uncertainty (International Journal
of Project Business Risk Management 1998).
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2.7.12 Reputation/Damage Risk

Thisisnot arisk in its own right but rather the consequence of another
risk, such asfraud, abuilding destroyed, failure to attend to complaints,
lack of respect for others. It isthe absence of control which causes much
of the damage rather than the event itself. In a post-disaster situation a
company can come out positively if the media are well handled (Inter-
national Journal of Project Business Risk Management 1998).

2.7.13 Organisational Risk

A poor infrastructure can result in weak controls and poor communi-
cationswith avariety of impacts on the business. Good commu-nication
linkswill lead to effective risk management. Thiscan only be performed
if membersof teamsand departmentsarefully awvare of their responsibil-
itiesand reporting hierarchy, especially between different organisational
levels.

2.7.14 Interpretation Risk

Thisoccurswhere management and staff in the same organi sation cannot
communicate effectively because of their own professional language
(jargon). Engineers, academics, chemists and bankers all have their own
terms, and insurers are probably the worst culprits, using words with
common meanings but in aspecialised way. Even the same wordsin the
same profession can have different meanings in the UK and the USA.

2.7.15 IT Risk

TheIT industry isone of the fastest growing industries at present. Huge
amounts of money continue to be invested in the IT industry. Owing to
pressures to maintain a competitive edge in a dynamic environment, an
organisation’s success depends on effectively developing and adopting
IT. IT projects, however, still suffer high failure rates (Ellis et al. 2002).

IS (information software) development is akey factor which must be
considered. Smith (1999) identifies a number of software risks. These
include personal shortfalls, unachievable schedules and budget, devel-
oping the wrong functions, wrong user interface, a continuing stream
of changes in requirements, shortfals in externally furnished compo-
nents, shortfalls in externally performed tasks, performance shortfals
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and strained technical capabilities. In addition, Jiang and Klein (2001)
cite the dimension of project risk based on project size, experience in
the technology, technical application and complexity.

Software risks which are regularly identified include:

e project size
¢ unclear misunderstood objectives

e |ack of senior management commitment
e failureto gain user involvement

e unrealistic schedule

¢ inadequate knowledge/skills

e misunderstood requirements

e wrong software functions

e software introduction

e failure to manage end user expectation.

2.7.16 TheOPEC Risk

OPEC was founded at the Baghdad Conference on September 1960,
by Iran, Irag, Kuwait, Saudi Arabia and Venezuela. The five founding
members were later joined by nine other members: Qatar, Indonesia,
Socialist Peoples Libyan Arab Jamahiriya, United Arab Emirates,
Algeria, Nigeria, Ecuador, Gabon and Angola. OPEC’s member coun-
tries hold about two-thirds of the world's oil reserves. In 2005, OPEC
accounted for c. 41.75% of the world’s oil production, compared with
23.8% by Organisation for Economic Co-operation and Development
(OECD) members and 14.8% by the former Soviet Union. OPEC mem-
ber countries have, on a number of occasions, tried to adjust their crude
oil suppliestoimprovethe bal ance between supply and demand. OPEC'’s
mission is to coordinate and unify the petroleum policies of member
countries and ensure stabilisation of oil prices. OPEC has, however, had
mixed success at controlling prices.

OPEC first sent shock waves throughout the world economy in 1973
by announcing a 70% rise in oil prices and by cutting production. The
effects were immediate, resulting in fuel shortages and high inflation in
many parts of the world. This brief exampleillustrates that risks associ-
ated with the ail price cannot be dismissed at any time when assessing
the economic viabhility of an investment (Merna and Njiru 2002).

From 1982 to 1985 OPEC attempted to set production quotas low
enough to stabilise prices. These attempts met with repeated failures
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as various members of OPEC produced beyond their quotas. During
most of this period Saudi Arabia acted as the swing producer cutting
its production to stem free falling prices. In August of 1985, the Saudis
tired of this role. They linked their prices to the spot market for crude
and by early 1986 increased production from 2 million barrels per day
(MMBPD) to 5 MMBPD. Crude oil prices plummeted below $10 per
barrel by mid-1986.

During the Gulf War, the United Nations announced a trade embargo
against Irag. The sgueeze on the market strengthened OPEC’s position.
In 1997, OPEC raised production by 10% without taking account of the
Asian crisis. As aresult, prices fell by 40%, to $10 per barrel. OPEC
reacted to the global economic crisis, which had caused the price of oil
to fall below $20 per barrel, by reducing production for six months in
thehopeof forcingit upin 2002. Increasing oil demand inthe US, China
and India sent the price soaring to a historic high of more than $50 per
barrel. It reached $70 in April 2006.

At thetime of writing thisbook, oil priceshaverisen to approximately
$93 per barrel (Brent Crude), a consequence not only of the current
situation in the Middle East, but of uncertainty in other oil-producing
countries. Although ‘buying forward’ isacommon responseto thisrisk,
thelargefluctuationsin oil price makethistechnique avery risky option.

Other commaoditiessuch assteel, aluminium, timber and cement, com-
mon materials used in the construction industry, have also increased in
cost as aresult of greater demand by booming economies. Many con-
struction companiesare now ‘ buying forward’ such materialsto mitigate
the risk associated with price and availability.

2.7.17 Process Risk

This arises from the project management process itself. Process risks
arise when the fundamental requirements for running a project are es-
tablished. The management and decision-making process for operating
the project, including the communication methods and documentation
standards to be adopted, will also be areas of risk.

The early stages of concept and planning are when project objectives
are at their most flexible. The formation of a project’s scope and the iter-
ations of itsrequirementsthrough feasibility studies provide the greatest
opportunity for managing risks. Thisisthe case because the early stages
of aproject havethe option of ‘maybe’ alternativesthrough to the‘go/no
go’ decision, an option which is less available after a contract has been
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signed. When risks arise at a later stage in the project life cycle, the
impact may generally be greater.

It is also important to note that there is an inherent risk in moving
through the project life cycle, for example moving on to the design and
planning phase before the basic concept has generally been evaluated.

Chapmanand Ward (1997) believethat athorough risk analysisshould
be part of the project process. For example, areview at the design stage
may initiate consideration of the implications for the design further in
theproject lifecycle. A changein design may reduce therisks associated
with the manufacturing process/phase. Similarly decisions made at the
corporate level may have implications at SBU and project levels.

2.7.18 Heuristics

Regardless of theindustry, type of organisation or style of management,
the control of risks associated with human factors will affect project
and portfolio success. The human contribution to project success, or
failure, encompasses the actions of al those involved in the planning,
design and implementation of a project. Obviously thereis potential for
human failure at each stage of the project life cycle. Managing the risks
associated with human failure remains achallenge for successful project
management.

There has been a considerable amount of work done in the area of
heuristics to identify the unconscious rules used when making a deci-
sion under conditions of uncertainty. Hillson (1998) argues that if risk
management isto retain itscredibility, thisaspect must be addressed and
made aroutine part of the risk management process. A reliable means of
measuring risk attitudes needs to be developed, which can be adminis-
tered routinely as part of arisk assessment in order to identify potential
bias among participants.

A number of studies have been undertaken to identify the benefits
which can be expected by those implementing a structured approach to
risk management (Newland 1997). These include both ‘hard’ and ‘ soft’
benefits. Hard benefits include:

e better formed and achievable project plans, schedules and budgets
e increased likelihood of the project meeting targets

e proper risk allocation

e better alocation of contingency to reflect the risk

e ahility to avoid taking on unsound projects

e identification of the best risk owner.
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Soft benefits include:

e improved communication

e development of common understanding of project objectives
e enhancement of team spirit

e focus of management attention on genuine threats

e facilitation of appropriate risk taking

e demonstrated professional approach towards customers.

2.7.19 Decommissioning Risk

The purpose of decommissioning is often to return aformer operational
plant back to brown- or greenfield site status. Over the course of opera-
tions, many industries (mining, quarrying, chemical industries, nuclear)
have to plan for the end of lifetime costs for their plants, whether dis-
mantling or reconditioning the sites. These characteristics of the project
have financial consequencesin regard to cost estimating and financing,
for which there does not exist one single answer to date, and thus by
definition creates risk. In today’s economic climate it is essential that
these risks are taken into account before a project is sanctioned.

2.7.20 Institutional Risks

Theterm ‘ingtitutional’ is used to summarise risks caused by organisa-
tional structure and behaviour. These risks occur in organisations and
state bodies and affect projects both large and small (Kahkonen and
Artto 1997). Typically dogma, beauracracy, culture and poor practice
can lead to increased risks, usually pure risks.

2.7.21 Subjective Risk and Acceptable Risk

Theextent to which aperson feel sthreatened by aparticular risk, regard-
less of the probability of therisk occurring, is subjectiverisk. Subjective
risk may, amongst other things, be affected by an individual’s personal
level of risk aversion or risk preference. The severity of the consequences
of the individual should the risk occur, the psychological factors and
familiarity of the risk will al contribute to subjective risk.

Acceptable risk is the amount of subjective risk an individua or
organisationisprepared to accept. |n most cases acceptablerisk istreated
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by organisations in such away that should it occur the existence of the
organisation is not threatened.

2.7.22 PureRisksand Speculative Risks

Pure risks are those risks which only offer the probability of loss and
not profit. Pure risks only present the possibility of undesirable conse-
quences. The mgjority of purerisks, but not all purerisks, can beinsured
against.

In contrast to pure risks, speculative risks produce either a profit or
aloss and can be expected to offer either favourable or unfavourable
consequences. Businessriskswhich are voluntarily and deliberately un-
dertaken fall into the category of speculative risks.

2.7.23 Fundamental Risksand Particular Risks

Fundamental risks are risks such as natural disastersthat affect whole or
significant proportions of society which organisations and individuals
have little or no control over. Management of these risks often only
permits reducing the effects of such risks.

Particular risksarethoserisksthat can be controlledin order to makea
wider range of risk management options available, asthey are particular
to an organisation or individual .

2.7.24 latrogenic Risks

These are actions taken that may themselves generate further risks. An
example would be increasing car security systems for unoccupied cars
which may result in car jacking asaconsequence of mitigating therisk of
theft. Basically the consequences of managing arisk can lead to further
risks that may have a greater impact than the initial risk.

2.7.25 Destructive Technology Risk

The authors define destructive technology as the possibility of new ad-
vanced technology completely taking over the old technology, which
would make the old technology become prematurely obsolete. There
are now more ‘destructive technologies around than at anytime in the
past 10 years, especially in industries associated with IT and electronic
development. The authors believe that destructive technologies present
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great threatsto established businesses but can al so create rewarding new
opportunities.

2.7.26 Perceived and Virtual Risks

1. Perceived through science: cholera, for example, needs amicroscope
to see it and scientific training to understand it.

2. Perceived directly: climbing atree, riding a bike or driving a car are
all risks apparent by the actions and conseguences.

3. Virtual risk: thesearerisksscientistsdo not fully understand or cannot
agree on their impact. Examples include BSE vs CJD, global warm-
ing, low level radiation, pesticide residues, HRT, mobile phones, pas-
sive smoking, and eye laser treatment. These can be products of the
imagination upon the imagination.

2.7.27 ForceMajeure

A contract may provide liability to be excluded for any disruption to
business continuity because something abnormal and unforeseeable by
the partiesto the contract is beyond their control. Thisisknown asforce
majeure.

Force majeure (French for greater force) is a common clause in con-
tracts which essentially frees one or both parties from liability or obli-
gation when an extraordinary event or circumstance beyond the control
of the parties such as war, strike, riot, act of God (flood, earthquake,
volcano) prevents one or both parties from fulfilling their obligations
under the contract. However, force majeure is not intended to excuse
negligence or other malfeasance of a party of external forces such as
predicted rain stops in an outdoor event or where the intervening cir-
cumstances are specifically contemplated.

Time critical and other sensitive contracts may be drafted to limit
the shield of this clause where a party does not take reasonable steps
(or specific precautions) to prevent or limit the effects of the outside
interference, either when they become likely or when they actually
occur.

Force majeure may also work to excuse all or part of the obligations
of one or both parties. For example, a strike may prevent the delivery
of goods, but not timely payment for the portion delivered. Similarly a
widespread power outage would not be a force majeure excuse if the
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contract requires the provision of backup power or other contingency
plans for continuity.

The importance of the force majeure clause in a contract, particu-
larly one of any length of time, cannot be understated as it relieves a
party from an obligation under the contract (or suspends that obliga-
tion). What is permitted to be aforce majeure event or circumstance can
be a source of much controversy in the negotiation of a contract and a
party should generally resist any attempt by the other party to include
something that should fundamentally be at the risk of that other party.
For example, inacoa supply agreement, the mining company may seek
to have‘geological risk’ included as aforce majeure event; however, the
mining company should be doing extensive exploration and analysis of
its geological reserves and should not even be negotiating a coal supply
agreement if it cannot take the risk that there may be a geological limit
to its coal supply from time to time. The outcome of that negotiation,
of course, depends on the relative bargaining power of the parties and
there will be cases where force majeure clauses can be used by a party
effectively to escape liability for bad performance.

It should be noted that under international law force majeure refersto
anirresistible force or unseen event beyond the control of astate making
it materially impossible to fulfil an international obligation.

2.7.27.1 Typical Force Majeure Clause

No party shall be liable for any failure to perform its abligations where
such failure is as aresult of acts of nature (including flood, fire, earth-
quake, storm, hurricane or other natural disaster), war, invasion, act of
foreign enemies, hostilities (whether war is declared or not), civil war,
rebellion, revolution, insurrection, military or usurped power or confis-
cation, terrorist activities, nationalisation, government sanction, block-
age, embargo, labour dispute, strike, lockout or interruption or failure
of electricity or telephone service and no other party will have the right
to terminate this agreement under a certain termination clause.

Any party asserting force majeure as an excuse shall have the burden
of proving that reasonable steps were taken (under the circumstances)
to minimise delay or damages caused by foreseeable events, that non-
excused obligations were substantially fulfilled and that the other party
was timely notified of the likelihood or actual occurrence which would
justify such an assertion, so that other prudent precautions could be
contemplated.
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2.7.27.2 Events of Force Majeure

Events of force majeure shall mean and be limited to the circumstances
set forth in Contract article relating to events of force majeure but only
if and to the extent that:

1. such circumstance is not within the reasonable control of the party
affected

2. such circumstance despite the exercise of reasonablediligence cannot
be prevented, avoided or removed by such party

3. such event materially adversely affects the contractor to construct or
operate the facility

4. the contractor has taken al reasonable precautions in order to avoid
the effect of such event on the contractor’'s ability to construct or
operate the facility

5. sucheventisnot thedirect or indirect result of failure by the contractor
to perform any of hisaobligations under any of the project documents,
and

6. such party has given the other party prompt notice describing such
event, the effect thereof and the actionsbeing takenin order to comply
with this paragraph.

2.7.27.3 Instances of Force Majeure

Subject to the provisions of contract article relating to events of force
majeure shall mean the following:

1. acts of war or the public enemy whether war be declared or not

2. public disorders, insurrections, rebellion, sabotage, riots, violent
demonstrations or vandalism

3. explosions, fires, earthquakes, avalanche or other natural calamities

4. strikes, lockouts, or other industrial action of workers or employees

5. ionising radiations or contamination by radio activity from any nu-
clear fuel or nuclear waste

6. any order, legislation, enactment, judgement, ruling or decision made
or taken by Government or judicial authority

7. unforeseeable unfavourable climatic or unforeseeable unsuitable
ground conditions or sub-surfaces or latent physical conditions at
the site which differ materially from those indicated in the Site
I nvestigation Report or previously unknown physical conditionsat the
site of an unusual nature which differ materially for those ordinarily
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encountered and generally recognised asinherent in work of the char-
acter provided for in an agreement

8. delaysin obtaining Governmental authorisations

9. any other event which is not within reasonable control of the party
affected.

2.8 PERCEPTIONSOF RISK

According to MacCrimmon and Wehrung (1986), different people will
respond to seemingly similar risky situations in very different ways.
Furthermore they state that there is no reason to believe that a person
who takes risks in one specific situation will necessarily take risks in
all situations: a trapeze performer (characterised as arisk taker) might
not be cautious in financial matters, whereas a commodity broker (also
characterised asarisk taker) might not be physically cautious. Although
there is no standard way to assess a person’s willingness to take risks,
thegeneral classification of managersinto categories such asrisk taking,
risk neutral and risk averse can often be made.

Empirical evidence concerning individual risk response is often ig-
nored in the risk analysis process. Experience, subjectivity and the way
risk is framed all play a major role in decision making (Tversky and
Kahneman 1974, Sitkin and Pablo 1992). Risk perception has a crucial
influence on risk-taking behaviour. The perceived importance attached
to decisionsinfluences team behaviour and the consequent implementa:
tion methods (Sitkin and Pablo 1992). Thelevel of perceived importance
will also influence individual or group behaviour and link to the conse-
quences of such behaviour (Ziegler et al. 1996).

Subjectivity is a key factor in assessing risk. Whether a problem is
perceived in terms of potential gains or losses will not be assessed as
a simple mathematical calculation of the problem, but as a subjective
fear, often linked to the consequences of outcomes. There might be a
tendency to overestimate ‘fabulous' risk and to confuse probability with
consequence; therefore there might be a temptation to focus on low-
probability events or situations which would have a high impact if they
were to occur, rather than high-probability risks with a much lower po-
tential for consequential loss. There is aso considerable variance in the
estimation of risk, so the same set of circumstances might be evaluated
differently by individuals. Basically, people are poor assessors of risk.
Evidence suggeststhat individual s do not understand, trust or accurately
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interpret probability estimates (Slovic 1967, Fischhoff et al. 1983, March
and Shapira 1987).

Risks are perceived by different stakeholders at different business
levels. For example, the corporate level may concern itself with risks
associated with political, legal, regulatory, reputation and financial fac-
tors affecting both the corporation and SBUs. These risks are usually
assessed using qualitative methods. Enron, an American energy corpo-
ration, and Allied Irish Bank (AIB) have recently had their reputations
damaged as a result of fraudulent activities within their organisations.
SBUs may consider the above risks in greater detail in respect to their
own businesses and consider risks associated with the business, projects,
environment, market, safety and planning. At the project level a more
detailed risk assessment, often quantitative, will concern the particular
project. Theserisksmay includethe programme, planning, construction,
manufacturing, production, quality, operation and maintenance, techni-
cal and specific risks associated with a project.

29 STAKEHOLDERSIN AN INVESTMENT

All investments have stakeholders, whether internal or external to an
investment. It isimportant that all stakeholders are aware of the poten-
tial risks that could occur over an investment’s life. Shareholders, for
example, who provide fundsin theform of equity should be made aware
of the risks a corporation is taking on their behalf.

Although shareholders assume risk by ‘default’ they either retain or
sell their shares. However, should a corporate entity make a decision
regarding a particular investment, unknown to shareholders, this could
result in adramatic fall in the value of their shares.

Johnson and Scholes (1999) define stakehol ders as:

Those individuals or groups who depend on the organisation to fulfil their own
goals and on whom, in turn, the organisation depends.

Itistherefore important to include external stakeholderswho often have
an adverseimpact on aproject, for example environmentalist groupsand
conservationists.

Millsand Turner (1995) suggest political, economic, social and tech-
nological (PEST) analysis to investigate stakeholders' position in a
project. This approach focuses on analysing each stakeholder’s influ-
ence on the palitical, economic, social and technological aspects of the
project. The correct position of each stakeholder can be inferred from



The Concept of Risk and Uncertainty and the Sources and Types of Risk 35

Table2.3 Internal and external stakeholders (Adapted from Winch 2002)

Internal stakeholders External stakeholders
Demand side Supply side Private Public
Client Architect Local residents Regulatory agencies
Financiers Engineers Local land owners
Client'semployees Principal contractors Environmentalists Loca government
Client’scustomers  Trade contractors Conservationists  National government
Client’stenants Materials suppliers  Archaeologists

Client’s suppliers

the stakeholder’s specific roles at corporate, business and project levels
proportionally.

Winch (2002) states that it is useful to categorise the different types
of stakeholdersin order to aid the analysis, and hence managements of
the problem. A first-order classification places them in two categories
—internal stakeholders which are in legal contract with the client, and
external stakeholders which also have a direct interest in the project.
Internal stakeholders can be broken down into those clustered around
the client on the demand side, and those on the supply side. External
stakeholders can be broken down into private and public sectors. This
categorisation, with some examples, is shown in Table 2.3.

Itisimportant that managersfocus on thoseindividual sor groupswho
are interested and able actually to prevent them delivering a successful
outcome for the project. This reflects the fact that the vested interest of
stakeholders may not always be a positive one.

2.9.1 Stakeholder Identification

At the individual level, identification of the people or groups who in-
fluence an investment or project process or its outcome is crucial. It
begins the process of eliciting information about the potential contribu-
tion to the business risks during and beyond the investment’s life cycle
and is the first step in dealing with human factors in risk management.
Key information will be gained concerning stakeholders’ abilities, per-
ceptions, values and motivation. However, even in today’s risk business
environment project managers are only aware of a minority of stake-
holderswithin aproject and dismiss many of those which are external as
unimportant and beyond their control. Therefore, many * contributors
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to the project and the risks they import may not be covered by the risk
analysis process.

2.9.2 Stakeholder Perspectives

The stakeholders' perspectivesare of particular importance to risk man-
agement as they concern the way each stakeholder ‘ sees' and interprets,
for example, the project, its objectives, other stakeholders, potential
gains and losses, and the relationship with the investment or project.
Diverse perspectives and perceptions of the stakeholders concerning
their tasks, roles and objectives have been recognised as important fac-
torsin risk (Sawacha and Langford 1984, Pidgion et al. 1992, Pinkley
and Northcroft 1994).

Establishing stakeholders’ perspectives or mental models concerning
the business or project will identify, amongst other risks, potential areas
of conflict, varying approaches to roles and responsibilities, and widely
differing attitudes to risk and risk management. Identifying stakehold-
ers perspectives enables the development of appropriate intervention
strategies to reduce risk and uncertainty through project risk manage-
ment.

2.9.3 Stakeholder Perceptions

How risk is defined determinesthe response of an individual stakeholder
to risk. Risk is often conceptualised as a hazard, a breakdown, or afail-
ure to deliver to time and budget, rather than in wider terms of uncer-
tainty about precise outcomes of planned actions and project processes
(March and Shapira 1992). As with other stakeholders, what managers
consider as risk depends, amongst other factors, on their perceptions,
which may be based on flawed notions of control. Many key risk ele-
ments may be excluded from the risk management plan if they are not
viewed as risks but as routine tasks for management. Areas of ambigu-
ity cause psychological discomfort for project managers and encourage
them to avoid in-depth exploration of the problem, preferring instead to
focus on moretangible areas of management tasks. Cultural factorsalso
contribute to misconceptions and misunderstanding (Hugenholtz 1992).
Individual stakeholder perspectives can be regarded as ‘lenses' through
which issues are assessed (Pinkley and Northcroft 1994). Perceptions of
stakeholders are largely social and subjective processes, which cannot
be easily reduced to elements of mathematical models of risk (Pidgion
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et al. 1992). The stress placed on quantification processes, such as quan-
titative risk analysis, often fails to prompt a manager to take account of
other areasthat are more difficult or impossibleto quantify. Thusalarge
element of potential risk is excluded and may even go unrecognised.

210 SUMMARY

Risk isan unavoidablefeature of human existence and over time humans
have developed procedures for survival in a constantly changing envi-
ronment. The same philosophy is seen to form modern risk management
practices.

One of the reasons for the development of risk management has been
the failure of projects to meet their budgets, completion dates, quality
and performance or generate sufficient revenues to service the principal
and interest payments. Thelessonsto belearned from each failed project
serve as a useful introduction to the need for better performancein risk
management.

Clearly al risks need to be assessed at al levels. Corporate risks
can affect the corporation in terms of reputation or the ability to raise
finance, SBUs need to consider the risks associated with a portfolio of
projects. The project manager should be confident about managing the
risks associated with a project and that those risks outside his or her
remit have been assessed at corporate and SBU levels. Management at
all levels should be aware that risk can provide benefits and should not
be considered purely on a negative basis.

This chapter has described the concept of risk and uncertainty, and
their sources, theorigin of risk and the dimensionsof risk. Different types
of risk have been outlined and different perceptions of risk discussed.
Stakeholders involved in projects or investments were al so discussed.






3
The Evolution of Risk

Management and the Risk
Management Process

3.1 INTRODUCTION

This chapter briefly describes the evolution of risk management. It il-
lustrates the major stages of the risk management process, namely iden-
tification, analysis and response. The beneficiaries of risk management
are outlined along with how risk management can be embedded into
an organisation. A generic risk management plan (RMP) which forms
the basis for al risk management actions and further risk activities for
corporate, strategic business and project levelsis discussed.

3.2 THE EVOLUTION OF RISK MANAGEMENT

Archibald and Lichtenberg (1992) state that risk isnow openly acknowl-
edged as part of real management life. Risk management is now con-
sidered to be one of the more exciting and important parts of planning
and managing investments, assets and liabilities at corporate, strategic
business and project levels, and is afunction to be taken seriously.

3.2.1 TheBirth of Risk Management

The idea of chance and fortune has existed in the most primitive of
cultures. Playing games involving dice can be traced back at least 2000
years.

Probably thefirst insurance against misfortune was within apolicy to
cover thelossof cargo by shipwreck that had itsorigininthe Hummurabi
Code. In the framework of that code the ship owner could obtain aloan
to finance the freight, but it was not necessary to pay back the loan if the
ship was wrecked.

The eighteenth century saw the rise of insurance companies as we
currently know them. In 1752 Benjamin Franklin founded, in the USA,
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afireinsurance company called First American. The Society of Lloyd's
in London was established in 1771 when several English businessmen
combined their resources to insure potential losses of their clients in-
volved in sea transportation, now known as marine insurance.

The twentieth century witnessed the development of probability in
‘management science’ and the birth of formal risk management. This
method was further developed by Chapman (1998) and applied by
Chapman and others (Jia and Jobbling 1998).

3.2.2 Risk Management in the 1970s— Early Beginnings

Until the advent of project risk management in the 1970s, risk was
something that was little discussed and its effects on businesses and
projects were either ignored, because they were not recognised, or pos-
sibly conceaedif they were. Beforeand shortly after thisadvent bothrisk
and uncertainty were treated as a necessary evil that should be avoided
(Archibald and Lichtenberg 1992).

Project risk management developed rapidly throughout the 1970s,
firstly in relation to quantitative assessment and then to methodologies
and processes. At the end of the decade project management academics
and professionals saw the need for a project management function de-
voted to risk analysis and management, and several authors published
papers on the subject.

3.23 Risk Management in the 1980s — Quantitative
Analysis Predominates

In the early 1980s risk management was commonly acknowledged as
a specific topic in the project management literature (Artto 1997). The
scope of risk identification, estimation and response was generally well
known (Lifson and Shaifer 1982, Chapman 1998). Discussions on risk
management emphasised quantitative analysis, some of which referred
to the PERT (Programme Evaluation and Review Technique) type of
triple estimates, and optimistic, mean, pessimistic and other more ad-
vanced new concepts.

The main project risk management applications were essentialy
focused on time and cost objectives, and also on project evaluation
(feasibility). Software using probability distributionsto analyse cost and
time risk was frequently used on large projects. Significant use of risk
analysis and management was made on large process plant projects.
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Companies like BP and Norwegian Petroleum Consultants pioneered
project risk management methods in that decade, in both the devel-
opment and application of risk management methodology and of risk
analysis techniques. BP developed the CATRAP (Cost and Time Risk
Analysis Program) software for internal use. It allowed risk modelling
with several subjective probability distributionsand wasused on offshore
oil platform projects in the North Sea. Norwegian Petroleum Consul-
tants developed NPC for the same types of project. NPC, like CATRAP,
allowed risk quantification and modelling using subjective probability
distributions. It also had the capacity to calculate objective distributions
fromreal-life cost and time dataand included the ability to combine sub-
jective and objective distributions. NPC was also able to integrate cost
and time risk in its modelling. In the late 1980s CASPAR (Computer-
Aided Software for Project Risk Appraisal) was further developed at
UMIST to providerisk analysisoutputsfor businessesaswell asprojects
(Jiaand Jobbling 1998).

The use of methods based on risk and response diagrams began in
the 1980s. These methods are based on the notion that it is not possible
to model a risk situation readlistically without taking into account the
possible responses. There are four reasons why risk response should be
considered as part of risk analysis:

1. Estimation of the remaining risk is normally different in different
response scenarios.

2. Responses need time and money; hence readjustments to the corre-
sponding schedule and cost estimates are required.

3. A correct quantitative risk analysis model needsto include both risks
and responses because without these el ementstheview of thesituation
may be distorted.

4. A specific response to arisk may bring secondary risks that will not
exist in other cases.

Thus to make the best choice between severa alternative responses, if
they exigt, to arisk situation, both the responses and their effects must
be included in the model. Quantifying the results obtained will provide
information which can be avaluable aid to the analysis.

Theend of the 1980swasal so the starting point for the use of influence
diagrams combined with probability theory and for thefirst applications
of systems dynamics. These techniques have been devel oped to ahigher
level and today thereiscommercial software availablefor both methods.
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3.24 Risk Management in the 1990s — Emphasis
on Methodology and Processes

Most of the risk management methodologies used today are based on
methods devel oped in the 1980s. However, the use of questionnairesand
checklists was greatly developed in the 1990s, and further devel opment
has led to the concept of knowledge-based systems.

Some important principles established in the 1980s in relation to the
contractual allocation of risk have continued in the 1990s. The founda-
tions of partnering and ‘alliancing’ strategies have been laid to avoid
traditional contractual rivalry and promote a risk and reward sharing
approach, particularly in the case of capital projects.

It isimportant to note that there has been a shift from a concentration
on quantitative risk analysis to the current emphasis on understanding
and improving risk management processes. Whereasin the 1980sproject
risk management software was used as an analysis tool, today the trend
isto use risk quantification and modelling as atool to promote commu-
nication and response planning teamwork rather than simply for analysis
(captureand response). Currently risk quantification and modelling tech-
niques are seen as away to increase both insight and knowledge about
a project and as a way to communicate that information to the project
team members and interested parties (stakehol ders).

Theperiod since 1990 has seen avariety of proposalsfor risk manage-
ment processes, al of which include a prescriptive approach, such as:

« the simple generic risk management process — identification, assess-
ment, response and documentation
e the five-phase generic process — process scope, team, analysis and
guantification, successive breakdown and quantification, and results.
Risk management is undoubtedly an important part of prudent project
and business management, but may not always be easy to justify. The
benefits which it generates are often unseen, while the costs are all too
visible. To sell it successfully, it isimportant to focus on the benefits it
will bring, quoting fromreal lifewhere possible, and satisfying agenuine
need within the organisation (Wightman 1998).

Historically, many organisations have looked at risk management in
a somewhat fragmented way. However, for a growing number of or-
ganisations, this no longer makes sense and they are adopting a much
more holistic approach. For example, organisations at the forefront of
risk management now have risk committees, which are often chaired
by a main board member or arisk facilitator and which have overall
responsibility for risk management across their organisation. The point
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is that a fragmented approach no longer works. In addition, risk man-
agement has clearly moved up the agenda for the board or management
committee.

Risk management continues to evolve in many ways.

e ‘Threat’ focusbecomes' opportunity’ focuswith aview to taking more
risk to improve profit expectations and to support the organisation.

¢ Multiple passprocessemphasisleadsto thedevel opment of simplefirst
pass approaches to size risk prior to deciding whether or not further
action isrequired.

e Separation of projects/investments from associated corporate/SBU
strategy isincreasingly seen as unhelpful.

 Building proactive risk management into capital investment appraisal,
bidding and contract design isincreasingly seen as fundamental.

¢ Good risk management cannot be achieved by simply adopting any
simple off-the-shelf techniques. It needs careful thought, effort and
recognition of key issuesin each individual case.

¢ Non-monetary appraisals are now seen to be an important part of risk
management, and include:

o Environmental — a key element in most large projects considering
impacts and mitigations measures on the environment during imple-
mentation or operation. An exampleisthe control of pollution from
process and waste plants.

o Health and safety — genera responsibilities under statute such as
Hands at Work Act and under contract law construction, design and
management (CDM) regulations place restrictions on designers to
ensure safe methods of construction.

o Ethical —asinternational and multi-cultural working become more
common the need for ethical awareness is increasing. Contractors
are often selected because they are not involved with arms trade,
child labour, tobacco or drugs.

o People — unmotivated staff, poor teaming, organisational structure,
responsibility for decision making, distribution of work and work-
loads.

o Cost — labour overruns, material overruns, supply overruns, mone-
tary penalties.

o Schedule—missed deliverables, missed market window, missed crit-
ical path activities, unrealistic schedules or programmes.

o Quality — poor workmanship, unfinished details, legal infractions,
untested technology, operation and maintenance of products or
projects.
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3.3 RISK MANAGEMENT

Risk management can be defined as any set of actions taken by indi-
viduals or corporations in an effort to ater the risk arising from their
business (Merna and Smith 1996).

Meulbroek (2002) identifies that the goal of risk management isto:

Maximise shareholder value.
Handy (1999) summarises risk management as:

Risk management isnot a separate activity frommanagement, it ismanagement. . .
predicting and planning allow prevention. . . reaction is a symptom of poor man-
agement.

Risk management deal s both with insurable aswell as uninsurable risks
and is an approach which involves aformal orderly processfor system-
atically identifying, analysing and responding to risk events throughout
the life of a project to obtain the optimum or acceptable degree of risk
elimination or control.

Smith (1995) states that risk management is an essential part of the
project and business planning cycle which:

e requires acceptance that uncertainty exists

e generates a structured response to risk in terms of aternative plans,
solutions and contingencies

e isathinking process requiring imagination and ingenuity

e generates a redlistic attitude in an investment for staff by preparing
them for risk events rather than being taken by surprise when they
arrive.

At its most fundamental level, risk management involves identifying
risks, predicting how probable they are and how serious they might
become, deciding what to do about them and implementing these
decisions.

34 THERISK MANAGEMENT PROCESS -
IDENTIFICATION, ANALYSISAND RESPONSE

In the project management literature, a rather more prescriptive inter-
pretation of risk management is expounded. To devel op the concept as
a management tool, authors have tended to describe the processes by
which risk management is undertaken.
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According to Smith (1995), the process of risk management involves:

identification of risks/uncertainties
analysis of implications

response to minimise risk

alocation of appropriate contingencies.

Risk management is a continuous loop rather than a linear process so
that, as an investment or project progresses, a cycle of identification,
analysis, control and reporting of risksis continuously undertaken.

Risk analysis and risk management have been carried out in many
fieldsfor anumber of decadesand are being increasingly used asintegral
parts of the overall business management approach and on most major
projects; in some cases they have become a mandatory requirement for
financial planning and regulatory approval. Many client organisations
now require contractors to identify potential risksin an investment and
to state how these risks would be managed should they occur.

Despiterisk analysisbeing agrowing element of major projects, there
isno standard to which reference may be madefor techniques, factorsand
approaches. To overcome this a number of organisations and research
authoritieshaveidentified waysto describetherisk management process.
Typically there are a number of phases associated with this process.
Merna (2002) took three processes, namely risk identification, analysis
and response, and implemented a 15-step sequence to account for risk
management. However, four processes had beenidentified by Boswick’s
1987 paper (PMBOK 1996), Eloff et al. (1995) and the British Standard
BS 8444 (BSI, 1996). The Project Management I nstitute’s (PM1s) Guide
to the Project Management Body of Knowledge (PMBOK 1996) also
identifies four processes associated with project risk management.

Chapman and Ward (1997) believe that there are eight phasesin the
risk management process. Each phaseisassociated with broadly defined
deliverables (may betargets not achieved initialy), and each deliverable
is discussed in terms of its purpose and the tasks required to produceit.
Below isasummary of these phases and deliverable structures:

¢ Define. The purposeof thisphaseisto consolidate any relevant existing
information about the project, and to fill in any gaps uncovered in the
consolidation process.

 Focus. The purpose of this phaseisto look for and develop astrategic
plan for the risk management process, and to plan the risk manage-
ment process at an operational level. A clear, unambiguous, shared
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understanding of all relevant aspects of the risk management process,

documented, verified and reported should result from this.

Identify. The purpose of this phaseisto identify where risk may arise,

to identify what might be done about the risk in proactive and reac-

tive terms, and to identify what might go wrong with the responses.

Here, al key risks and responses should be identified, with threats

and opportunities classified, characterised, documented, verified and

reported.

Structure. The purpose of this phase is to test the simplified assump-

tions, and to provide a more complex structure when appropriate.

Benefits here include a clear understanding of the implications of any

important simplifying assumptions about rel ationships between risks,

responses and base plan activities.

e Ownership. At this phase client/contractor alocation of ownership
and management of risk and responses occur, such as the allocation
of client risks to named individuals, and the approval of contractor
alocations. Here, clear ownership and allocations arise; the alloca-
tions are effectively and efficiently defined and legally enforceablein
practice where appropriate.

e Estimate. This phase identifies areas of clear significant uncertainty
and areas of possible significant uncertainty. This acts as a basis for
understanding which risks and responses are important.

e Evaluate. At this stage synthesis and evaluation of the results
of the estimation phase occurs. At this stage, diagnosis of all
important difficulties and comparative analysis of the implications of
responses to these difficulties should take place, together with specific
deliverables like a prioritised list of risks or a comparison of the
base plan and contingency plans with possible difficulties and revised
plans.

e Plan. At this phase the project plan is ready for implementation. De-
liverables here include:

o Base plans in activity terms at the detailed level required for im-
plementation, with timing, precedence, ownership and associated
resource usage/contractual terms where appropriate clearly speci-
fied, including milestones initiating payments, other events or pro-
cesses defining expenditure and an associated base plan expenditure
profile.

o Risk assessment in terms of threats and opportunities. Risks are
assessed intermsof impact given no response, along with assessment
of aternative potential reactive and proactive responses.
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o Recommended proactive and reactive contingency plansin activity
terms, with timing, precedence, ownership and associated resource
usage/contractual termswhere appropriate clearly specified, includ-
ing trigger points initiating reactive contingency responses and im-
pact assessment.

o A management phase that includes monitoring, controlling and de-
veloping plans for immediate implementation. This stage allows
revisiting earlier plans and the initiation of further planning where
appropriate. Also exceptions (change) can be reported after signifi-
cant events and associated further planning.

Corporate and strategi ¢ business elements should also beincluded in the
process outlined by Chapman and Ward, since risks identified at these
levels need to be addressed before a project is sanctioned.

For the purpose of outlining the risk management process, the
PMBOK (1996) system has been used to give a brief description of
the necessary processes, namely:

e risk identification
e risk quantification and analysis
e risk response.

PMBOK (1996) states that project risk management includes the pro-
cesses concerned with identifying, analysing and responding to project
risk. It also includes maximising the results of positive events and min-
imising the consequences of adverse events. The main processes in-
volved in project risk management are discussed bel ow.

3.4.1 Risk Identification

Risk identification consists of determining which risks are likely to af-
fect the project and documenting the characteristics of each one. Risk
identification should address both the internal and the external risks.
The primary sources of risk which have the potential to cause a major
effect on the project should also be determined and classified according
to their impact on project cost, time schedules and project objectives.
The identification of risks using both historical and current informa-
tion isanecessary step in the early stage of project appraisal and should
occur before detailed analysis and alocation of risks can take place.
It is also essential for risk analysis to be performed on a regular basis
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throughout all stages of the project. Risk identification should be carried
out in asimilar manner at both corporate and strategic business levels.

3.4.1.1 Inputsand Outputs of the Risk |dentification Process

In order to investigate what the risk identification process entails, con-
sideration should be given to its input requirements and the outputs or
deliverables expected from it. Risk identification consists of determin-
ing which risks are likely to affect the project and documenting the
characteristics of each one. Inputsto risk identification are given as.

e product or service description

e other planning outputs, for example work breakdown structure, cost
and time estimates, specification requirements

e historical information.

Outputs are:

e sources of risk

e potential risk events

e risk symptoms

* inputs to other processes.

After identification:

e risks should be ‘validated’ — for instance, the information on which
they are based and the accuracy of the description of their character-
istics should be checked.

e risk response options should be considered.

The purpose of risk identification is:

e to identify and capture the most significant participants (stakehold-
ers) in risk management and to provide the basis for subsequent
management

* to stabilisethe groundwork by providing al the necessary information
to conduct risk analysis

* to identify the project or service components

* to identify the inherent risksin the project or service.

3.4.1.2 Participantsin the Risk Management Process

Developing the above points further, before risk identification can
commence the responsibility for undertaking the risk management
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process must be assigned. Whatever the organisational structure within
which the risk management process is undertaken, it must be supported
or ‘championed’ by the highest levels of management or it will not have
accessto therequisiteinformation, neither will the organisation belikely
to benefit from theimplementation of itsrecommendations. Thisisoften
addressed in asimilar way to the value management process by appoint-
ing a strong experienced facilitator to chair meetings where potential
risks are identified and addressed. Participants in the identification will
normally include individuals responsible for carrying out the project
and those having a firm grasp of the business and technical aspects
of the project and the risks confronting it from within and outside the
organisation.

3.4.1.3 Information Gathering and Project Definition

Therisk identification process is dependent on information, which may
or may not be readily available. This may take the form of processed
historical data, often risk registers from previous projects and opera-
tions or information from external sources. The better the informational
foundation of the risk management process, themore accurateitsresults.
Therefore determination of what information isrequired, where and how
it may be collected and when it is needed is central to risk identification.
Thisinvolves:

e gathering existing information about the project including its scope,
objectives and strategy

e filling in gaps in the existing information to achieve a clear,
unambiguous, shared understanding of the project.

34.1.4 Riskldentification Process Outputs

Primarily, aregister of riskslikely to affect the project should result from
the process. A full and validated description of each risk aswell asinitial
response options to each risk should be developed. The key deliverable
isaclear common understanding of threats and opportunitiesfacing the
proj ect.

Figure 3.1 illustrates the risk identification process with its outputs
leading to the inputs in Figure 3.2 for risk analysis. The outputs of
Figure 3.2 are then input into Figure 3.3 for risk response.
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associated with the project by all stakeholders

¢ Initial risk response options

Figure3.1 Therisk identification process

3.4.2 Risk Quantification and Analysis

Risk quantification and analysis involves evaluating risks and risk
interactions to assess the range of possible outcomes. It is primarily
concerned with determining which risk events warrant a response.
A number of tools and techniques are available for the use of risk
analysis/quantification and the analysis process. These are explained in
Chapter 4.
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The major output from risk quantification and analysis is a list of
opportunities that should be pursued and threats that require attention.
The risk quantification and analysis process should also document the
sourcesof risk and risk eventsthat the management team has consciously
decided to accept or ignore, as well as the individual who made the
decision to do so.

Dawson et al. (1995) believe that objectivesin risk management are
an important part of risk analysis. The purpose of risk management is
to determine the balance which exists between risk and opportunities
in order to assist management responses to tilt the balance in favour of
the opportunities and away from risks. These risks and opportunities
might appear different when viewed from a company perspective as
opposed to the more usual ‘project’ perspective. The identification of
risks and opportunities for a project should be based on the objectives
for undertaking the venture, and for a company should be based on the
objectives of the company. These two sets of objectives are different
but inextricably linked; the objectives of a company might include, in
the short term, more experience in a particular type of work, whilst the
risks to a project enabling this to happen might be seen to affect the
profitability of the project and the esteem in which the manager is held.
Hence, in order to perform risk management the objectives must be
clearly defined at each level of an organisation.

There are mainly two types of methods used in the risk quantification
and analysisprocess. These are qualitativerisk analysis and quantitative
risk analysis.

Qualitative risk analysis consists of compiling a list of risks and a
description of their likely outcomes. Qualitative risk analysis involves
evaluationsthat do not result in anumerical value. Instead, thisanalysis
describes the nature of the risk and helps to improve the understanding
of therisk. In this way, analysts are able to concentrate their time and
efforts on areas that are most sensitive to the risk.

Quantitative risk analysis often involves the use of computer mod-
els employing statistical data to conduct risk analysis. Qualitative and
quantitative techniques are discussed in Chapter 4.

Figure 3.2 illustrates the risk quantification and analysis process.

3.4.3 Risk Response

Risk responseinvol ves defining enhancement stepsfor opportunitiesand
responses to threats. Responses to threats generally fal into one of the
following categories.
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* Variation of project outcome values with risk occurrences
* Probability distributions of project outcome values

Figure3.2 Therisk quantification and analysis process

3.4.3.1 Risk Avoidance

Risk avoidance involves the removal of a particular threat. This may
be either by eliminating the source of the risk within a project or by
avoiding projects or business entities which have exposure to the risk.
Al-Bahar and Crandell (1990) illustrate the latter avoidance option
with the example of a contractor wishing to avoid the potential liability
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losses associated with asbestos, and so never acquiring any project that
involves operations with this material. The same scenario, but thistime
considered from the client’s perspective, aso lendsitself asan example
of eliminating a source of risk within a project if the risk is avoided
by redesigning the facility so that it uses an alternative material to
asbestos.

3.4.3.2 Risk Reduction

Since the significance of arisk isrelated to both its probability of occur-
rence and its effect on the project outcomeif it does occur, risk reduction
may involve either lowering its probability or lessening its impact (or
both). The severity of injuries from falling objects on a building site,
for example, may be reduced by the compulsory wearing of hard hats,
while the adoption of safer working practices can lessen the likelihood
of objectsfalling.

3.4.3.3 Risk Transfer

Projects may be seen as investment packages with associated risks and
returns. Sinceatypical project or businessinvolves numerous stakehol d-
ers, it follows that each should ‘own’ a proportion of the risk available
inorder to elicit areturn. For instance, if aproject involvesthe construc-
tion of a facility, some risks associated with that construction should
be transferred from the client organisation to the contractor undertaking
the work; for example, the project is completed within a specified time
frame. In consideration of thisrisk, the contractor will expect areward.
Contractual risk allocation will not be dealt with in detail here but the
fundamental considerations arethe samefor all risk transfers regardiess
of the vehicle by which transfers are facilitated.

Theexampleof thetimeframein aconstruction contract canillustrate
this. The party with the greatest control over the completion date is
the contractor and, as such, is in the best position to manage this risk.
The client stands to lose revenue if the facility is not built by a certain
date and, to mitigate any such loss, includes aliquidated damages clause
in the contract so that, if construction overruns this date, the contractor
compensatesthe client for theloss. The contractor will consider thisrisk
in itstender and can expect that the contract price will be higher than it
would be in the absence of the clause; that is, the transferee imposes a
premium on accepting the risk. However, if the revenue lossislikely to
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be too great for the contractor to compensate for, thereislittle sensein
transferring the risk in this way.

Insurance is a popular technique for risk transfer in which only the
potential financial consequences of a risk are transferred and not the
responsibility for managing the risk.

Financial markets provide numerous instruments for risk transfer in
the form of ‘hedging’. Thisis best illustrated by way of example: the
fluctuation in the price of aninput may be‘hedged’ through the purchase
of futures options so that in the event of a future price rise, the (lower
than current market value) options soften the effect. Consequently, the
benefitsof aprice decrease arelessened by the cost of the futuresoptions.
Options, futures, futures options, swaps, caps, collarsand floorsare only
some of the instruments available to cover such risk.

Basically, risk transfer is the process of transferring risk to another
participant in the project. Transferring risk does not eliminate or reduce
the criticality of therisk, but merely leavesit for othersto bear the risk.
Flanagan and Norman (1993) state:

Transferring risk does not reduce the criticality of the source of the risk, it just
removesit to another party. In some cases, transfer can significantly increaserisk
because the party to whom it is being transferred may not be aware of the risk
they are being asked to absorb.

Therefore, several factors have to be considered when making the deci-
sion to transfer risks. Who can best handle the risks if they materialise?
What is the cost/benefit of transferring risk as opposed to managing the
risk internally?

3.4.3.4 Risk Retention

Risks may be retained intentionally or unintentionally. Thelatter occurs
as aresult of failure of either or both of the first two phases of the risk
management process, thesebeingrisk identificationandrisk analysis. If a
risk isnot identified or if its potential consequences are underestimated,
then the organisation is unlikely to avoid or reduce it consciously or
transfer it adequately.

In the case of planned risk retention, this involves the complete or
partial assumption of the potential impact of arisk. Assuggested above,
arelationship between risk and return exists such that, with no risk ex-
posure, an enterprise cannot expect reward. |deally, retained risk should
be that with which the organisation’s core value-adding activities are
associated (risk which the organisation is most able to manage) as well
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as those risks which may be dealt with more costeffectively by the
organisation than external entities (since risk transfer and avoidance
must necessarily come at a premium). Finally, risk reduction may only
be cost effective up to a point, thereafter becoming more costly than
beneficial.

3.4.4 Selection of Risk Response Options

At this stage of the risk management process, alternative risk response
options will have been explored for the more significant risks. Either
risk finance provisions or risk control measures (or both) for each risk
now require consideration and implementation.

3.4.5 Outputsfrom the Risk Response Process

Each significant risk should be considered in termsof which project party
should ‘own’ it and which risk response options are suitable for dealing
with it. The most appropriate response option or options in accordance
with the corporate risk management policy and, consequently, the re-
sponse strategy or strategies must then be selected. Figure 3.3 illustrates
the risk response process.

3.4.6 Risk Management within the Project Life Cycle

Risk management is not adiscrete single activity but adynamic process,
which becomes continuously more refined through its repetition during
a project’s life cycle. PMBOK (1996) suggests that each of the major
processes of risk management will occur at least once in every phase of
the project. (Projects are divided into severa phases which are collec-
tively referred to as the project life cycle.) Thompson and Perry (1992)
and Simon et al. (1997) support the continuous application of risk man-
agement throughout the project life cycle, though the former observe
that it is ‘most valuable early in a project proposal, while there is still
the flexibility in design and planning to consider how the serious risks
may be avoided’.

Chapman (1998) also addresses the issue of the application of arisk
management process earlier or later inthe project life cycle. He suggests
that while earlier implementation will yield greater benefits, the lack of
aproject definition at this stage will make implementing arisk manage-
ment process more difficult, less quantitative, less formal, less tactical
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Figure3.3 Therisk response process

and more strategic. Conversely, at a stage of more accurate project def-

inition, where implementation is easier, it isless beneficial.

In light of the above, thisinitial implementation of the risk manage-
ment process should not only facilitate appraisal decision making, but
also be seen asthefirst cycle of the risk management process within the

project life cycle.
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3.4.7 TheTasksand Benefits of Risk M anagement

The task of risk management is not to create a project or business that
istotally free of risks (no undertaking regardless of size and complexity
is without risk), but to make the stakeholders aware of the risks, both
negative and positive, help them to take well-calculated risks and to
manage risks efficiently. As this is necessary in every project phase
from identification to implementation and operation, risk management
should be used in each of these phases.

Chapmanand Ward (1997) believerisk management hasthefollowing
benefits:

e The risks associated with the project or business are defined clearly
and in advance of the start.

* Management decisions are supported by thorough analysis of the data
available. Estimates can be made with greater confidence.

e Improvement of project or business planning by answering ‘what if’
questions with imaginative scenarios.

e The definition and structure of the project or business are continually
and objectively monitored.

e Provision of aternative plans and appropriate contingencies and con-
sideration concerning their management as part of arisk response.

e The generation of imaginative responses to risks.

» The building up of a statistical profile of historical risk which alows
improved modelling for future projects.

The benefits of risk management can also be expressed as follows:

¢ Project or business issues are clarified, understood and allowed from
the start of a project.

¢ Decisions are supported by thorough analysis of the data avail able.

e The structure and definition of the project or business are continually
and objectively monitored.

 Contingency planning alows prompt, controlled and previously eval-
uated responses to risks that may materialise.

e Clearer definitions of specific risks are associated with a project or
business.

 Building up a statistical profile of historical risk to alow better
modelling for future projects and investments.

Risk management requires the acceptance that uncertainty exists, a
thinking process with ingenuity and imagination, and also a realistic
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attitude of the management in the evaluation of possible risks. As risk
analysisis part of risk management it helps the project or commercial
manager to anticipate and thus control future events (with risk response)
and not be taken by surprise by the occurrence of already identified
risks. It must be stressed that realistic base data (realistic assumptions)
concerning cost, revenue, duration and quality are an essential prerequi-
sitefor risk analysis. If therisk analysisis based on unrealistic base data
(oftenthebasedatain feasibility studiesaretoo optimistic) theresultsare
not only unrealistic economic parameters but also can mislead investors
and both project and commercial managers by giving the (unrealistic)
base data a sort of scientific approval.

3.4.8 TheBeneficiariesof Risk Management

In 1991 the Association for Project Management (APM) set up a spe-
cia interest group (SIG) on risk management to conduct a survey of
practitioners to identify the beneficiaries of implementing risk manage-
ment. The results were published in its mini-guide on PRAM (Project
Risk Anaysis and Management) in March 1992. The beneficiaries
are:

e an organisation (corporate and SBU) and its senior management for
whom aknowledge of therisksattached to proposed projectsisimpor-
tant when considering the sanction of capital expenditure and capital
budgets

e clients, both internal and external, as they are more likely to get what
they want, when they want it and for the cost they can afford

e project managers who want to improve the quality of their work, such
as bring their projects within cost, on time and to the required perfor-
mance.

The beneficiaries of risk management would be not only at the project
level, but also at corporate and strategic business levels, as well as the
stakeholders.

The potentia benefits of implementing risk management can be cat-
egorised into two types:

1. *hard benefits' — contingencies, decisions, control, statistics and the
like
2. ‘soft benefits’ — people issues.
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Table3.1 The hard and soft benefits of risk management (Adapted from Newland
1992, Simister 1994)

Hard benefits

Enables better informed and more believable plans, schedules and budgets

Increases the likelihood of a project adhering to its plans

L eads to the use of the most suitable type of contract

Allows a more meaningful assessment of contingencies

Discourages the acceptance of financially unsound projects

Contributes to the build up of statistical information to assist in better management
of future projects

Enables a more objective comparison of aternatives

Identifies, and allocates responsibility to, the best risk owner

Soft benefits

Improves corporate experience and general communication

Leads to acommon understanding and improved team spirit

Assistsin the distinction between good luck/good management and bad
luck/bad management.

Helps develop the ability of staff to assessrisks

Focuses project management attention on the real and most important issues

Facilitates greater risk taking thus increasing the benefits gained

Demonstrates a responsible approach to customers

Provides a fresh view of the personnel issuesin a project

These arelisted in Table 3.1.

Table 3.2 illustrates the differing views of academics and practising
managers with respect to risk and risk management. Typically risk has
been considered as a threat to industry whereas the academic view is
that risk can have both threats and opportunities and should be consid-
ered in greater detail from which strategies can be developed and risk
management constantly applied.

Any organisation that is complacent about managing the significant
risksit faces will surely fail. The Turnbull Report (1999) is a reminder
of this and is aso an opportunity to review what an organisation has
in place and to make the appropriate changes. Risk management can
be considered as the sustainability of a business within its particular
environment. In the past large corporate failures have occurred because
risk assessment has been wrong or never even considered. Reichmann
(1999) states:

One of the most important lessons | have ever learnt, and | didn’t learn it early
enough, isthat risk management is probably the most important part of business
leadership.
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Table3.2 Theviews of academics and practitioners regarding risk and risk
management

Academic view View of practising managers

® Risk isdefined in terms of possible ® Risk defined as the downside
outcomes and variability potential of acourse of action

® Risk can be calculated and factored ® Experience and intuition are more
in the expected outcome of a course highly regarded than mathematical
of action models and ‘ expected outcomes’

* Risk isakey element of strategic ® Not adequately considered generally
management in management practice

® Risk management assumed to be e Different risk strategies applied in
consistently applied business areas depending on strategic

importance
® Risk isan objective measure ® Risk factors are subject to

interpretation and gut feeling. The
eventual outcomeislikely to
determine the quality of adecision; a
bad outcome was a mistake in the
first place

However, organisations do need to be pragmatic. Risk isneeded in order
to gain reward. Thisis clearly addressed in the Turnbull Report (1999)
which states that ‘ risk management is about mitigating, not eliminating
risk’. By endorsing the Turnbull Report and complying with the Com-
panies Act the board of directors of an SBU have overall responsibility
and ownership of risks.

To managerisk effectively organisations heed to have prevention and
response strategies in place. Prevention strategies are there to help or-
ganisations understand the significant risks that they may face and to
manage these risks down to acceptable levels. Response strategies need
to be devel oped to enabl e organisations to respond, despite their efforts,
to any risks that do crystallise, so as to reduce their impact as far as
possible.

3.5 EMBEDDING RISK MANAGEMENT INTO
YOUR ORGANISATION

Risk management cannot simply be introduced to an organisation
overnight. The Turnbull Report (1999) liststhefollowing seriesof events
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that need to take place to embed risk management into the culture of an
organisation:

 Riskidentification. Identify on aregular basisthe risks that face an or-
ganisation. This may be done through workshops, interviews or ques-
tionnaires. The method is not important, but actually carrying out this
stageiscritical.

* Risk assessment/measurement. Once risks have been identified it is
important to gain an understanding of their size. This is often done
on a semi-quantitative basis. Again, the method is not important, but
organisations should measure the likelihood of occurrence and the
impact in terms of both image and reputation and financial impact.

 Understand how therisksare currently being managed. It isimportant
to profile how the risks are currently being managed and to determine
whether or not this meets an organisation’s risk management strategy.

¢ Report therisks. Setting up reporting protocols and ensuring that peo-
ple adhere to such protocols are critical to the process.

¢ Monitor therisks. Risks should be monitored to ensure that the critical
ones are managed in the most effective way and the less critical ones
do not become critical.

e Maintain the risk profile. It is necessary to maintain an up-to-date
profile in an organisation to ensure that decisions are made on the
basis of complete information.

3.6 RISK MANAGEMENT PLAN

A risk management plan (RMP) forms the basis of all risk management
actions and further risk activities for corporate, strategic business and
project levels. Based on the findings reported in a recent questionnaire
(Merna 2002) the contents of such a plan might be:

e assignment of risk management responsibility

« the corporate risk management policy

* risk identification documentation — risk register, initial response op-
tions

e risk analysis outputs — risk exposure distribution within the project,
most significant risks, variation of project outcome values with risk
occurrences, probability distributions of project outcome values

 selected risk response options — risk allocation among project par-
ties, provisions, procurement and contractual arrangements concern-
ing risk, contingency plans, insurance and other transfer arrangements
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» monitoring and controlling — comparison of actual with anticipated
risk occurrences, control of the project with regard to the RMP

¢ maintenance of the risk management system —measures to update and
maintain the RM P continuously and refine it

* evaluation —recording risk information for further RMP cycleswithin
the project and for future projects.

Fraser (2003) highlights some key recommendationsthat are fundamen-
tal for the development of a successful risk management system (RMS):

e Executive level sponsorship and leadership for the programme is re-
quired.

¢ An RMS requires cultural and behavioural change.

¢ The operating management and business owners must take ownership
of and be committed to the programme.

e Theremust beaformal structureand framework in place—theapproach
has to be transparent and when risks are identified and prioritised,
information has to be shared across the board.

3.7 EXECUTIVE RESPONSIBILITY AND RISK

Risk management itself is fraught with risk. Any company that adopts
an inappropriate approach to risk runsthe danger of seriously damaging
its business. It is important that companies understand that risk man-
agement is not an add-on but an integral part of the business. Often
risk management forms part of an integrated management system along
with quality management, planning, health and safety management, and
change management. In a competitive economy, profits are the result
of successful risk taking. If you are not taking much risk, you're not
going to get much reward. Against this background, the Turnbull Report
(1999) on companies' internal control and risk management, endorsed
by the London Stock Exchange in the same year, strives not to be abur-
den on the corporate sector, but rather to reflect good business practice.
The present authors suggest that by accepting ‘best practice’ at each
organisational level many of the risks emanating from poor practice will
be alleviated. Companies should implement any necessary changesin a
way that reflects the needs of their business and takes account of their
market. As and when companies make those changes, they should dis-
cover that they areimproving their risk management and, consequently,
get a benefit that justifies any cost.
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The Turnbull Report is not just about avoidance of risk. It is about
effective risk management: determining the appropriate level of risk,
being conscious of the risks you are taking and then deciding how you
need to manage them. Risk is both positive and negative in nature. Ef-
fective risk management is as much about looking to make sure that
you are not missing opportunities as it is about ensuring that you are
not taking inappropriate risks. Some companies will seek to be more
risk averse than others. However, al should be seeking to achieve a bal-
ance between encouraging entrepreneurialism within their business and
managing risks effectively.

In order for acompany to be ableto identify what risksit istaking and
thoseit is not prepared to take, it must first identify itslong-term objec-
tives. Some companies have been much better than othersin identifying
in a concise but operational way what their business is about. Having
identified their objectives, companies should not seek to identify, say,
1001 risks. Boards of directors at both corporate and strategic business
levels should focus on what they believe to be their main businessrisks.
The authors believe a reasonable number to manage and concern your-
self about is 15-25. These risks will depend on the industry and the
particular circumstances of the company and its projects at any given
time.

When ng the risks an organisation facesit isimportant to have
the full support of the relevant board and that they appreciate the impor-
tance and understand the benefits of risk management. The board should
receive regular reports from management so that they are fully conver-
sant with therisksidentified and those which appear asmoreinformation
becomes more apparent. There is a danger that if risk is not addressed
in a holistic manner by the board, larger risks which are hard to define,
such as corporate reputation, will not be properly addressed. They may
be partially considered in each of the organisation’s decisions, but gaps
will beleft, or they may not be addressed at all. Recent evidence (Merna
2002) shows that in the past some companies viewed risk management
in too narrow away. Then risk management simply meant ‘insurance’.
However, companies should stop and ask themselves:

¢ Have we got an integrated approach to risk management?
¢ How arethe risks covered — by insurance, by internal audit, or ssmply
at aloose end?

Aswith any process, the output is only as good as the input. Unless or-
ganisations have effective systems for identifying and prioritising risks,
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there is a danger that they will build their controls on very shaky foun-
dations. Having an effective system means that people at al levels, in
different parts of the organisation, are involved in determining its main
risks. Unlessthisis done, the danger arises that the organisation'sRMS
will be no more than a bottom-up process where lots of people work
independently, resulting in aggregated ideas adding very little input. At
the other end of the scale, the opposite may occur. If the identifica-
tion and prioritisation of risk is done at the top by one person, or by a
group of people, they could misssomevery important strategic business,
project and operational risks. Ultimately it should not be about choosing
abottom-up or top-down approach. There needsto be a mixture of both.

The authors suggest that there are a number of benefits to project
professionals of building a simple decision-making support package
and integrating risk assessment into the frameworks or standards they
need to adhereto in their respective industries, which include:

* provides an easy and flexible structure to manage data and associated
software

e promotes earlier management buy-in to a project

e prompts users to challenge and validate that data used are suitable,
thus reducing risk

* providesasimpleyet effective framework for decision making (asrisk
management is part of the decision-making process) and data storage

e provides a basis for identification and interrogation of subjective de-
cisions and their associated risks

e decisions can be structured on the basis of confidence to proceed to
the next decision

* reduction of risk associated with incorrect or out-of-date data

* provides quality assurance by allowing users to validate or challenge
decisions

e al data, players and decision logic can be revisited

e decisions can be made in parallel and retraced

¢ decisions can be deferred due to i nsufficient data, unsuitable software
or non-availability of decision-makers

e ensuresthat all stakeholderswithinput areinvolved in decision making

¢ decisions can be madein advance, if beneficial to do so, in the knowl-
edge that al necessary data are available

e the system can be continually updated to accommodate new data and
software
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e can be accessed by any project team member at any stage of the project
lifecycle
» can be easily integrated into a project organisation.

3.8 SUMMARY

Risk management involves identifying risks, predicting how probable
they are and how serious they might become, deciding what to
do about them, and implementing these decisions. Despite the apparent
widespread uptake of risk management, the extent to which risk pro-
cesses are actualy applied is somewhat variable. Many organisations
adopt a minimalist approach, doing only what is necessary to meet
mandatory requirements, or going through the motions of arisk process
with no commitment to using the results to influence current or future
strategy.

This chapter has discussed risk management, not only at the project
level but at corporate and SBU levels. To ensure that risks are assessed
effectively at all these levels it is paramount that a risk management
processis devel oped so that all stakeholders are made aware of therisks
associated with an investment.






4
Risk Management Tools

and Techniques

4.1 INTRODUCTION

The management of risk is currently one of the main areas of interest
for researchers and practitioners working in a wide range of projects
because of the benefits of the process. Risk management is one of the
key project management processes. Numerous techniques are available
to support the various levels of the risk management process.

Risk management isatool whichisincreasingly used in organisations
and by public bodies to increase safety and reliability and to minimise
losses. It involves the identification, evaluation and control of risks. Im-
plicit in the processis the need for sound decision making on the nature
of the potentia socio-technical systems and their predicted reliability.
The need for safety measures and guidance as to where they should
be displayed are, in theory, the natural products of combined proba-
bilistic risk assessment/human reliability analysis (PRA/HRA) studies.
In an ideal world, good assessment should always drive effective error
reduction.

This chapter describes the tools and techniques used in the assess-
ment of risk, both qualitative and quantitative, and country risks which
are often considered a major factor in risk assessment. The tools and
techniques described can be used at corporate, strategic business and
project levels.

4.2 DEFINITIONS

French and Saward (1983) describe atool as any device or instrument,
either manual or mechanical, which is used to perform work.

Distinguishing between atool and technique is difficult. For the pur-
pose of this book the present authors define tools as:

The methodol ogy which employs numerous techniques to achieve itsaim.
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For example, risk management (tool) employs numerous techniques
such assensitivity analysis, probability analysisand decisiontrees. Value
management (tool) employs such techniques as functional analysis, op-
tioneering and criteria weighting.

4.3 RISK ANALYSISTECHNIQUES

There are two main categories of risk analysis techniques: qualitative
and quantitative. Qualitative methods seek to comparetherelative signif-
icance of risksfacing aproject in terms of the effect of their occurrence
on the project outcome. Simon et al. (1997) suggest that the information
obtained from qualitative analysis is nearly always more valuable than
that from quantitative analysis and that the latter is not aways neces-
sary. Thompson and Perry (1992) recommend qualitative analysis for
developing an initial risk assessment.

Quantitativetechniquesattempt to determine absol ute val uerangesto-
gether with probability distributions for the business or project outcome
and, consequently, involve more sophisticated analysis, often aided by
the use of computers. According to Simon et al. (1997), to achieve this,
amodel is created of the project under consideration. It is then mod-
ified to quantify the impacts of specific risks determined by an initia
assessment using qualitative techniques. The model will include all the
elements which are relevant to the risk analysis and, against these ele-
ments, uncertain variables can be entered (rather than fixed values) to
reflect areas of significant uncertainty.

4.3.1 Choice of Technique(s)

AccordingtoNorris(1992) and Simon et al. (1997) indeterminingwhich
of the available analysis techniques is most suitable for application to a
particular investment, management should consider:

e the availability of resourcesfor analysis — human, computational and
time

e the experience of the analysts with the different techniques

e the size and complexity of the project

e the project phase in which the analysis takes place

e the available information

e the purpose of the analysis.
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In any analysis or assessment where data are required then the data
should be considered as follows:

e Accuracy: are data accurate?

Adequacy: are they adequate for the purpose of project?

Relevancy: are they relevant to the subject?

Coherence: hastheinformation been classified in an orderly and mean-

ingful way?

Impartiality: has the analyst remained unbiased?

e Direction: does the analytical procedure lead to conclusions/
decisions?

e Logicality: isthe reasoning sound?

e Validity: are comparisons, interpretations and implications valid?

The following provides a brief overview of some of the analysis tech-
niquesin use.

4.4 QUALITATIVE TECHNIQUESIN
RISK MANAGEMENT

4.4.1 Brainstorming

Originating in Madison Avenue in the 1950s, brainstorming was long
considered the preserve of those wild and wacky folk in advertising. In
morerecent years, however, it has spread into the mainstream and isnow
used by businesses of all kinds, not to mention civil servants, engineers,
project managers and scientists or, indeed, anyone with a problem to
solve.

The optimum size for a brainstorming session is 12 people and the
ideal length of time is between 15 and 45 minutes, though sessions can
last all day (Sunday Times 2001). The basic rules can be summarised as:

imposition of atime limit

aclear statement of the problem at hand

amethod of capturing the ideas, such as a flipchart

somewhere visible to leave the ideas and let them incubate

adoption of the principle that no ideais abad idea

suspension of judgement

encouragement of participantsto let go of their normal inhibitionsand
let themselves dream and drift around the problem

encouraging quantity rather than quality (evaluation can come later)
e cross-fertilisation by picking up group ideas and devel oping them.
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Chapman (1998) states that ‘ the brainstorming process, borrowed from
busi ness management and not specifically created for risk management,
involves redefining the problem, generating ideas, finding possible solu-
tions, devel oping sel ected feasi ble sol utions and conducting eval uation’ .
However, Bowman and Ash (1987) believethereisatendency for groups
to make riskier decisions than individuals because of factors such as
dispersed responsibility, where influential members of the groups have
more extreme views and moderate members remain silent.

442 AssumptionsAnalysis

Assumptionsanalysisisan intuitive technique and iswhere assumptions
typically madein project planning areidentified. They are then assessed
as to what impact their proving false will have on the project outcome.
Assumptions to which the outcome is seen to be sensitive and which
have a likelihood of proving false will form the basis of a list of risks
(Simon et al. 1997). However, there isadanger that not all assumptions
will be identified since alarge number of them will be implicit.

443 Delphi

This is a technique for predicting a future event or outcome, in which
agroup of experts are asked to make their forecasts, initially indepen-
dently, and subsequently by consensus in order to discard any extreme
views. In some circumstances subjective probabilities can be assigned
to the possible future outcomes in order to arrive at a conclusion.

Delphi isan intuitive technique and was devel oped at the RAND Cor-
poration for technical forecasting. M erna(2002) stated that thetechnique
involves obtaining group consensus by the following process:

¢ Respondents are asked to give their opinion on the risks pertaining to
aproject or investment.

e A chairperson then collates the information and issues a summary of
thefindingsto the respondentsrequesting that they revisetheir opinion
in light of the group’s collective opinion.

e These steps are then repeated until either consensus is reached or the
chairperson feels that no benefit will result from further repetitions.

The respondents are isolated from one another to avoid conflict and
interact only with the chairperson. The Delphi process tends to take
place through either the postal service or electronic interactive media.
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Chapman (1998) cites that benefits from the Delphi Technique in-
clude that participants are free from group pressures and pressures of
conformity, personality characteristics, and compatibility are avoided.

444 Interviews

This intuitive technique is used where information requirements need
to be more detailed than a group can provide, or where group work is
impractical. Interviews provide a means of soliciting information from
individuals. Often corporate-level personnel will request interviewswith
project personnel to elicit information regarding potentia risks at the
project level which may affect the commercial viability of the project
and thus affect the financial stability of the SBU undertaking it.

445 Hazard and Operability Studies (HAZOP)

‘HAZOP is an inductive technique and was developed by Imperid

Chemicals Ltd for risk identification in chemical process plants. It isa
type of structured brainstorming whereby a group systematically exam-
inethe elements of aprocessand define theintention of each (Ansell and
Wharton 1995). Frosdick (1997) cites guidewords such as‘naot’, ‘more’

and ‘less’ to be used to identify possible deviations from the intention.
Such deviations can then be investigated to eliminate their causes as far
as possible and minimise the impact of their consequences.

The HAZOP approach isflexible and can be used to identify potential
hazardsin facilities of all kindsat all stages of their design and devel op-
ment. Alternatively, areview of contingency plans at an existing facility
could be more comprehensively informed by aHAZOP exercise, which
could identify hazards not previously planned for.

4.4.6 Failure Modesand Effects Criticality Analysis (FMECA)

FMECA is an inductive technique and undertaken by a single analyst
with athorough knowledge of the system under investigation. Thistech-
nique may focus either on the hardware involved, with a concentration
on potential equipment failures, or on events, with an emphasis on their
outputs and the effect of their failure on the system. Every component of
the system is considered and each mode of failure identified. The effects
of suchfailureontheoverall system arethen determined (Frosdick 1997,
Ansell and Wharton 1995). Thistechnique usesatype of weighted score
to identify areas of aproject most at risk of failure. In aroutine situation
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FMECA is generally used at strategic business and project levels, it
highlights areas of concern and it effectively points resources towards
the perceived problem areas. The technique is often used for auditing
company hardware (computer) and equipment.

447 Checklists

Checklists are deductive techniques derived from the risks encountered
previously and provide a convenient means for management to rapidly
identify possiblerisks. They taketheform of either aseriesof questions
or alist of topicsto be considered. Organi sations may generate checklists
for themselves or make use of standard checklists available for their
particular industry or sector.

448 Prompt Lists

These are deductive techniques and classify risks into type or area
groups, for example financial, technical and environmental, or the task
groupswith which they are associated, for example design, construction
and commissioning. They may be general, industry or project specific.

449 Risk Registers

A risk register is a document or database which records each risk per-
taining to aproject or particular investment or asset. Asan identification
aid, risk registers from previous, similar projects may be used in much
the same way as checklists.

The risk register enables the data collected during the risk manage-
ment identification processto be captured and saved, for review and asa
data container for information on the choice of risk software. There are
anumber of ‘prerequisite’ dataitems necessary within the risk register,
asfollows:

e Thetitle of the project. This should briefly describe the project.

e The project ID. This allows identification of specific projects where
multiple projects are being devel oped.

e Theactivity ID.

e The activity acronym.

e The team leader’s name, and the names of the individual teams. This
information is necessary should any further investigation be needed
or any queriesin regard to the original risk assessment be raised.
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Priority | Description|Probability| Impact [Owner | Key |Current | Review
Dates | Actions | Date

1
2

Xn

Figure4.1 Typical summary of arisk register output

e Activities. Thiscolumn isalist of activity descriptions, preferably in
order of sequence. Theregister may beused for network or spreadsheet
models.

e Procedure. This is important for network-based risk software pack-
ages. It identifiesthelinkage between the activitiesfrom start to finish.

e Most likely. Estimated by the expert for the activities, thisis avalue
used in the risk software package around which the optimistic and
pessimistic values operate. This is commonly referred to as a three-
point estimate.

Figure4.lillustratesatemplate for the summary of arisk register output
that can be used at corporate, strategic business or project levels.

Risk measure charts can be devel oped from therisk register. The goal
of arisk measure chart is not to solve therisks, but to assign tasksto the
responsible party. For example:

e scenario — change in government
e action — foster political neutrality; predict scope or contract changes
by new officials.

From these tasks, the responsible party can in turn perform risk analyses
in further detail.

4.4.10 Risk Mapping

Thisinvolvesthe graphical representation of risks on atwo-dimensional
graphwhereoneaxisrelatesto the potential severity of arisk eventuating
and the other to the probability of it doing so (Figure 4.2). Risks are
considered in turn and plotted on the graph. Iso-risk curves drawn on
the graph connecting equivalent risk with differing probability/severity
serve to guide the analysts in determining the relative importance of the
risks which they plot (Al-Bahar and Crandell 1990).



74 Corporate Risk Management
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Figure4.2 Risk mapping concept

4.4.11 Praobability-lmpact Tables

Probability—I mpact (P-1) tablesare used to assesstherel ativeimportance
of risks. As with risk mapping, the probability of occurrence and the
potential impact of arisk is determined by selecting from a range of
low/medium/high, for example. The numerical meaning of each of the
scale points should be predetermined for the project and investment.

P-l scores are then derived for each risk by multiplying their proba-
bility scores by their impact scores, allowing direct comparison of the
risks—the higher the P-I score, the greater the severity of therisk (Simon
etal. 1997). An example of P-I tablesisshown in Figure4.3. Probability
impact grids will be discussed later in this chapter.

4412 Risk Matrix Chart

The risk matrix chart is often used to segregate high-impact risks from
low-impact risks. Figure 4.4 illustrates how the risk matrix chart partly
qualifies the probability and impact of arisk, and is often used in risk
management workshops where risks are identified and then assessed in
termsof their impact and probability. For example, therisk of employees
being late for work would be classed as a kitten since little attention is
needed because employees finish their work in their own time. Rain in
Manchester ishighly probable but haslittleimpact on construction work
since operatives are trained to take specific measures to deal with such
events. Thiswould be classed as a puppy. Flooding of business premises
could havealow probability dueto itslocation but should flooding occur
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Impact on Probability
Scale Probability | Probability Cost Time Impact
Score Increase Increase Score
V. Low <10% 0.1 <5% <1 month 0.05
Low 10-30% 0.3 5-10% 1-2 month 0.1
Medium 30-50% 0.5 10-15% 3-4 month 0.2
High 50-70% 0.7 15-30% 5-6 month 0.4
V. High >70% 0.9 >30% >6 month 0.8
Probability
V.Low 0.1 | Low 0.3 | Medium 0.5 | High 0.7 | V. High 0.9
V. Low 0.05 0.005 0.015 0.025 0.035 0.045
5 Low 0.1 0.01 0.03 0.05 0.07 0.09
% Medium 0.2 0.02 0.06 0.10 0.14 0.18
High 0.2 0.04 0.12 0.20 0.28 0.36
V. High 0.8 0.08 0.24 0.40 0.56 0.72

Figure4.3 Probability—impact tables (Adapted from Allen 1995)

PUPPIES
(High Probability, Low
Impact)
Can do damage but little
training to ensure not

TIGERS
(High Probability, High
Impact)
Dangerous and need to
be neutralised as soon as

PROBABILITY

much trouble. possible.
KITTENS ALLIGATORS
(Low Probability, Low (Low Probability, High
Impact) Impact)

Little attention needed as
project can be tolerated.

Dangerous but can be
avoided with care.

IMPACT

Figure4.4 Risk matrix chart

v
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it would have a major impact on the businesse’s profits. This alligator
is managed by ensuring that flood protection is in place or by storing
finished goods in awater tight structure. In the drug development phase
of a pharmaceutical product the side effects of ‘first in man’ tests are
highly probable and may have ahighimpact. Thistiger isoften mitigated
by keeping the tests down to a small sample and by ensuring volunteers
are insured against long-term effects.

Typically the tigers and alligators are mitigated before the puppies
and kittens.

4.4.13 Project Risk Management Road Mapping

Table 4. illustrates the overall processes and applications that may be
considered in the choice of arisk management system.

Each category of the road map in the table presents, firstly, the sim-
plest techniques, followed by gradually increasing levels of work and
complexity. Itisimportant to focus on the added valuewhich isprovided
by the subsequent level when you are trying to identify the appropriate
level for aparticular situation.

Many of such qualitative analysis methods are used at corporate and
SBU levels in the early stage of project definition when little detailed
information is available.

45 QUANTITATIVE TECHNIQUESIN
RISK MANAGEMENT

Quantitative techniques are used when the likelihood of the investment
or project achieving its objectives within time and budget is required —
typically for budget authorisation or presentation of the project’s status
to the board of directors.

It should be borne in mind that the output from quantitative analysis
is only as good as the input information, so adequate time should be
allowed for its collection and validation.

45.1 Decision Trees

Management are often faced with multiple choices, which in turn are
faced with many options. In many cases management only have the
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resources to opt for one, which presents management with the problem
of opportunity cost. However, deciding to adopt an option can bedifficult
and a useful technique to assess options is the decision tree. This tech-
nique explores various investment options available to the decision-
maker under risk and uncertainty which are graphically represented in
the form of sequential decisions and probability events (Merrett and
Sykes 1983).

PMBOK (1996) describes decision trees as diagrams that depict key
interactions between decisions and associated chance events asthey are
understood by the decision-maker. Decision trees show a sequence of
interrel ated decisionsand the expected outcomes under each possibl e set
of circumstances. Where probabilities and values of potential outcomes
are known, they are used as a method of quantification which aids the
decision-making process.

The aim of the decision treeisto produce an expected value for each
option which is the sum of the probabilities and their weighted values.
The diagram begins with a decision node at the top of the sheet and
consequential chance events and decisions are drawn sequentiadly as
the decision-making process proceeds from top to bottom. Decisions
are depicted as square nodes. These are linked by labelled straight lines
or ‘branches’ which denote either decision actions if they stem from
decision nodes or aternative outcomes if they stem from chance event
nodes (Hertz and Thomas 1983, 1984, Gregory 1997).

Figure 4.5 illustrates a typical decision tree. The example forecasts
possible outcomes from opening or not opening a new factory. The ex-
ampletakes account of competitor reaction and the state of the economy,
and the decision of whether to go ahead or not is expressed statistically
as return on capital employed (ROCE).

According to Thompson and Perry (1992), this technique can help
clarify and communicate a sequence of choices and decisions. Thetech-
nique has been used in industry to decide methods of construction,
contractual problems and investment decisions. In theory the technique
could be used in any situation where there is an option, or opportunity
cost, and a decision is needed.

45.2 Controlled Interval and Memory Technique

The controlled interval and memory (CIM) model provides amathemat-
ical means of combining probability distributions for individual risks.
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Open New Don’t Open New
Factory Factory
. Competitor i Competitor
Competitor Does Not Competitor Does Not
Opens New Open New Opens New Open New
Factory Factory Factory Factory
Recession Boom Recession Boom Recession Boom Recession Boom
Sales 100 150 120 300 60 100 100 125
Return on Sales 5 10 5 20 0 3 5 6
Operating Profit 5 15 6 40 0 3 5 705
Capital 90 90 90 90 50 50 50 50
Employed
ROCE (%) 6 17 7 44 0 6 10 15
Probability 0.1 0.1 0.4 0.4 0.25 0.25 0.25 0.25

Expected value of ROCE
=0.1(6) + 0.1(17) + 0.4(7) + 0.4(44)
=22.2%

E Expected value of ROCE

=0.25(0) + 0.25(6) + 0.25(10) + 0.25(15)

=7.8%

Figure4.5 Typica decision tree (Adapted from Marshell 2000)

According to Simon et al. (1997) this technique has largely been super-
seded by simulation techniques and is not widely used.

453 Monte Carlo Simulation

This technique derives its name from its association with chance or
uncertain situations and its use of random numbers to simulate their
consequences. Simulation is an art and science of designing a model
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which behaves in the same way as a real system. The model is used
to determine how the system reacts to different inputs. Four important
steps are required as follows:

1

2.
3.

Assign a probability distribution to each variable which affects the
IRR/NPV (see below).

Assign the range of variation for each variable.

Select avaluefor each variable within its specific range. Thisisdone
in such a way that the frequency with which any value is selected
corresponds to its probability in the distribution.

. Carry out adeterministic analysiswith the input values sel ected from

their specified distributionsin random combinations. Each timeanew
valueisgenerated for each variable, anew combination isobtained —
hence anew deterministic analysisisdone. Thisisrepeated anumber
of times to obtain a result. The number of combinations of proba-
bility distributions required is usually between 200 and 1000. The
greater number of iterations used will result in increased accuracy.
The diagrammatic output of a Monte Carlo simulation in the form of
acumulative probability distribution diagramisshown in Figure 4.7.
A brief assessment of the strengths and weaknesses of Monte Carlo
simulations is shown in Table 4.2.

Table4.2 Monte Carlo simulation strengths and weaknesses

Strength

Weakness

Stochastic — easier to compute for

Probability distributions are assumed

multiple inputs based in part on previous experience

Allows a probability distribution to be
used avoiding single point
estimations

Provides a more representative
prediction of risk, provided initial
assumptions are reasonable

Relatively fast with modern computing
technology, brute force approach to
calculation

Risk profiles are often underestimated,
due to excluding the tails of the
distributions

Most Monte Carlo packages, with the
exception of the high end ones, do
not allow for interdependence of
input variables

Use of historical data can propagate
previous erroneous assumptions

Subjective judgement is typically used
to come up with starting points

Can become too complex and
unwieldy
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454 Sendtivity Analysis

In any project or investment, the data used at the planning stage are
bound to vary and are therefore subject to risk. Sensitivity analysis is
used to produce more realistic values, supported by arange of possible
alternatives that reflect any uncertainty and provide some means of va-
lidity of the assumptions. Sensitivity analysisis carried out to identify
the most sensitive variabl es affecting the project’s estimated worth, usu-
aly interms of net present value (NPV) or internal rate of return (IRR)
(Norris 1992).

Sensitivity analysisisused to determinetheeffect on thewholeproject
of changing one of itsrisk variables. The technique aimsto identify the
risks which have a potentially high impact on the cost or timescale of
the project.

A magjor advantage of sensitivity analysisisthat it shows the robust-
ness and ranking of alternative projects. It identifies the point at which
a given variation in the expected value of a cost parameter changes a
decision. Then, the range of change for each variable is defined and a
picture of the possible range of minimum and maximum effects on the
project’soutcomeis gradually determined as each of the important risks
isinvestigated. The weakness of the method isthat risks are considered
independently and without their probability of occurrence.

There are severa ways in which the results of a sensitivity analysis
can be presented. Most practitioners tend to present the datain either a
tabular or diagrammatic form. However, if several variablesare changed,
a graphical representation of the results is most useful; this quickly
illustrates the most sensitive or critical variables. Norris (1992) and
Skoulaxenou (1994) state that a ‘ spider diagram’ of percentage change
in variables versus percentage change in outcome value is the most
popular means of expressing the results.

Sensitivity analysisis usually adequate and effective for projects dur-
ing the appraisal process when comparing options and for preliminary
approval, where only alimited number of identified risks are assessed.

Figure 4.6 illustrates the sensitivity analysis of a project’s economic
parameters; these are cash lock-up (CLU), payback (PB) and net present
value (NPV) in relation to the internal rate of return (IRR). Although
Figure 4.6 is generated on the basis of economic data, sensitivity dia-
grams can also be used at both corporate and SBU levels. For example,
a sengitivity diagram may be used at the corporate level to show the
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Sensitivity Diagram: IRR
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Figure4.6 Typica sensitivity analysis diagram

sensitivity of a number of SBUs when considered against specific risks
occurring, such as demand and market changes.

Similarly SBUs can use a spider diagram to show the effects of risk,
say delay, to anumber of projectsinitsportfolio. Sensitivity isnormally
considered in terms of changeto IRR, NPV and time.

Figure 4.7 represents the uncertainty in a project in terms of IRR. In
this example the project has a 40% chance of the IRR being less than
7.5% and a 60% chance of it being greater than 7.5%. Similarly the

Frequency Distribution
100 /
80
Frequency 60
(%)
40

. /
/

IRR

Figure4.7 Cumulative probability distribution
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project has an 80% chance of the IRR being less than 10% and a 20%
chance of it being greater than 10%, with a 50% chance of it being less
than or greater than 8%.

As with sensitivity analysis, cumulative distribution curves can be
usedtoillustrate the probability of both SBUsand aportfolio of projects.
It isimportant to note that the steeper the curve, the less the uncertainty
in the investment, since the range of possibilities for values of IIR, in
this case, is more certain.

455 Probability-Impact Grid Analysis

When the impact parameters for arisk (cost, programme, performance)
have been established, a broad-band rating system may be used to rank
the risk based on the probability—impact grid (PIG) method (Kolluru
et al. 1996). The ranges of the impact bands are often determined at
SBU and project levelsand defined in the risk management plan (RMP).

The ‘most likely values’ for cost and programme gathered during the
identification phase are applied to the band ranges in determining the
level of impact, for instance low, medium and high. An example of a
weighted factor can be seen in Table 4.3. The weighting of the impact
scale serves to focus the risk response on high-impact risks with less
weighting being given to probability. The P-I score can be determined
by multiplying the impact scores (Table 4.3) and the probability scores
(see Figure 4.8).

A threshold for the P-I score may be set in aresulting matrix as shown
in Figure 4.8. In thiscase a5 by 5 matrix is shown. A 3 by 3 matrix is,
however, more commonly used.

The cost and programme impacts may fall into different levels of
severity for any particular risk. In this event the worst caseresult is used
for overall ranking.

Table4.3 Impact weighting factors
for PIG analysis

Impact score  PIG factor (weighted)

Very low 0.05
Low 0.1
Medium 0.2
High 0.4

Very high 0.8




84 Corporate Risk Management

>
-

el |zl oM |H|H
=
2
S Is| |t LM |m|H
o
o
o
S S A B VIR

| IMPACT >

Key
Overall risk severity
(based on P-I threshold):

H-High
M-Medium
L-Low

Figure4.8 Probability—-impact grid

Theresult of thisassessment isaranking order for al riskswithin the
project register. They may be ranked in terms of cost, schedule and/or
performance, for example answering the question of what are the top
10 risks. It will aso indicate which risks should be prioritised when
generating the risk response plans or allocating project resources.

4.6 QUANTITATIVE AND QUALITATIVE
RISK ASSESSMENTS

Figure 4.9 illustrates atypical cumulative cash flow curve for a project.
The usage of qualitative and quantitative techniques is also illustrated.
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Time

Quantitative Techniques

Qualitative Techniques

Figure 4.9 Typical project cumulative cash flow and the types of risk management
techniques used throughout the life cycle of a project

At the start of a project the risk management techniques tend to be more
qualitative. However, as the project moves through itslife cycle the risk
management techniques tend to become quantitative the more project
information and detail there are available.

4.7 VALUE MANAGEMENT

Over the past decade, there has been atrend towards applying value man-
agement techniques at ever earlier stagesin a project or investment life
cycle. Ganas (1997) states that val ue management has become ablanket
that coversall valuetechniqueswhether they entail value planning, value
engineering or value analysis. However, thereisno universally accepted
definition of value management, and a number of different definitions
have arisen to describe the same approach of application.
The ICE design and practice guide (1996) states that:

Value Management addresses the val ue processes during the concept, definition,
implementation and operation phases of a project. It encompasses a set of sys-
tematic, logical procedures and techniques to enhance project value throughout
the life of the facility/project.
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Table4.2 Typica qualitative and quantitative risk assessment techniques (Burnside

2007)
Risk analysistechniques
Quialitative Semi-Quantitative Quantitative
— Assessment based on — Qualitative scales are — Analysis based on

experience, description given values mathematical formulas
and scales
None mathematical — Deterministic Probabilistic
subjective determination (non-random)
— Brainstorming — Sensitivity analysis Random:
— Interview — dependency — Monte Carlo
— Intuition — Spider — Latin hyper cube
diagrams/plots
— Questionnaire — Confidence envelope — Artificia neura
(probability networks
contours)
— Assumptions analysis — Decision tree Stochastic (dynamic)
analysis
— Hierarchical Holographic — Non-dependency — Markovian logic
modelling — Tornado diagrams — Network scheduling
— Nominal group
Technique — Network scheduling Conditional probability
— Soft system Methodol ogy — Programme — Baye'stheorem
Evaluation and

— Risk matrix chart

— Probability- impact
Tables

— Risk mapping

— Risk registers

— Prompt lists

— Checklists

— Failure modes and
Effects Criticality

— Analysis (FMECA)

— Hazard and operability
studies (HAZOP)

— Interviews

Review Technique
(PERT) Controlled
Conversion Matrix
(CC™)

— Critical Path Method
(CPM)

— Bayesian networks
(risk maps)

Connaughton and Green (1996) define value management as:

A structured approach to define what value means to a client in meeting a per-
ceived need by establishing a clear consensus about the project objectives and

how they can be achieved.
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Although the definitions are similar and contain the key elements of
structure and achieving val ue, there does seem to be some ambiguity sur-
rounding the understanding of the cited terms. Ganas (1997) identified
this and introduced the following definitions to clear any ambiguities:

Valueisthelevel of importancethat is placed on a function, itemor solution. The
four traits of value are speed, quality, flexibility and cost.

a) speed — how quickly a firm can deliver a product to the customer or design
and produce a product

b) quality — how well a product meets a customer’s expectations

c¢) flexibility — how easily the firm can change a product to closely meet the
customer’s expectations/wants

d) costs — elements to be included in a life cycle costing are — capital, finance,
operating, maintenance, replacement, alteration, expansion and innovation
costs, and residual values

Value management (VM) isthe title given to the full range of available
techniques. It isahigh-order title and linked to aparticular project stage
at which value techniques may be applied. It is a systematic, multi-
disciplinary, effort directed towards analysing the functions of projects
for the purpose of achieving the best value at thelowest overall lifecycle
project cost (Norton and McElligott 1995).

Value planning (VP) is the title given to value techniques applied
during the concept or ‘planning’ phases of a project. VP is used during
the development of the ‘brief’ to ensure that value is planned into the
whole project fromitsinception. Thisisdone by addressing the function
and ranking of the stakeholders' requirementsin order of importancefor
guidance. This term can be further subdivided to include strategic VP,
whichisatechniquethat can be applied during and prior to thefeasibility
stage when alternatives to a built solution will be considered.

Value engineering (VE) is thetitle given to value techniques applied
during the design phases of aproject and, asrequired, in the implemen-
tation processes also. VE investigates, analyses, compares and selects
amongst the various options to produce the required function and the
shareholders’ project requirements. VE produces a range of ‘how’ de-
sign options for the whole project or for defined parts of it. These are
tested against the stakeholders' value objectives and criteria to remove
unnecessary cost without sacrificing function, reliability, quality or re-
quired aesthetics.

Vaue analysis (VA) is the title given to value techniques applied
retrospectively to completed projectsto ‘analyse’ or to audit aproject’s
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performance, and to compare acompleted project against predetermined
expectations.

Risk management and VM are al part of asingle management struc-
ture. It is important, however, to differentiate between them so that the
right techniques are introduced at the right time. Risk management is
mainly concerned with events that might affect the ‘achievement’ of
investment objectives. It requires objectives to be well defined — you
cannot assess whether investment objectives will be adversely affected
unless there is a prior statement of what they are. Risk management
(and, in particular, risk identification and analysis) therefore has a vital
role to play in identifying and choosing between competing technical
solutions, which is the subject of VE.

Risk management is also an important part of VM, even though it
may seem unhelpful to try to identify and manage risks until there is
agreement about what the objectives are. In fact, a strategic diagnosis of
therisks may well influence how the objectives are set. A consideration
of investment risksislikely to featurein outline design proposals during
investment feasibility (Connaugton and Green 1996).

4.7.1 Value Management Techniques
4.7.1.1 Concurrent Studies

These are structured reviews of detailed proposals, undertaken by the
project team in parallel with the design work, and led by the value
manager.

4.7.1.2 Contractor’s Change Proposals

These concern tender and post-tender design and/or construction
changes suggested by the contractor and are intended primarily to re-
duce costs or improve buildability. These changes are usually linked to
an incentive scheme which rewards the contractor for savings achieved.

4.7.1.3 Criteria Weighting

Thisisthe assignment of arithmetic weightsto different project criteria
to reflect their relative importance.
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4.7.1.4 Functional Analysis

Thisisatechnique designed to help in the appraisal of value by careful
analysisof function; for instance, thefundamental reason why the project
element or component exists or is being designed.

4.7.1.5 Functional Analysis System Technique (FAST)

FAST isaform of functiona analysis expressed in diagrammatic form
to show the relationship between functions and the means of achieving
them.

47.1.6 JobPlan

Thisisalogical and sequential approach to problem solving, which in-
volvestheidentification and appraisal of arange of options, broken down
into their constituent steps and used as the basis of the VM approach.

4.7.1.7 Matrix Analysis (Optioneering)

Thisisatechniquefor theeval uation of optionswhere scoresareawarded
for each option against key criteria. These scores are then multiplied by
the appropriate criteria weights and the total weighted scores for each
option are examined to identify which offers the best value for money.

The optioneering technique is most valuable when assessing risks.
Each option will have its own risks and these risks should be taken into
account before an option is agreed. For example, option A may be seen
to have very little engineering risk compared with option B. If, however,
option A hasashorter operating lifethan option B then therisk associated
with option A is reduced revenue generation. If the prime objective of
theinvestment isNPV then option A is presumed to be too risky to meet
such an objective. Figure 4.10 illustrates the VM stages.

4.7.1.8 Objectives Hierarchy

This is a breakdown of the primary objective into successively lower
levels of sub-objectives until all the project objectives have been ac-
counted for. Subobjectives may be ranked and weighted as for criteria
weighting.
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Value Management

Value Planning Value Engineering Value Review
Pre-Investment Stage Investment Stage
Unbudgeted Projects [Budgeted Projects| Implementation Operation End of Assets

Concept |Feasibi|ity Feasibility Appraisal |P&T Operation | Dec Close out

Define Project Key
P&T-Procurement and

Define project training o
approach Dec-Decommissioning

Develop

T 1 approach design _l

Develop detailed

------- >
: approach

Procurement and

PR -
i training

Hand over/post

---: Feedback project
: evaluation

< _____________________________________________________________________ Next project

Figure4.10 Thevalue management stages. (More emphasisat corporate level ismade
at the pre-investment stage with detailed SBU and project level involvement during the
investment phase)

48 OTHER RISK MANAGEMENT TECHNIQUES
4.8.1 Soft Systems M ethodology (SSM)

SSM isaqualitative technique and was developed in the late 1970s and
early 1980s. Its purpose was to overcome the inability of traditional de-
cisiontheory to solve adequately all but the most structured of problems.
A particular strength of SSM isthat it can begin with the simple desire
to ‘make things better’.

Smith (1999) statesthat SSM istypically employedinacycle of seven
stages, asindicated in Figure 4.11.

Thefirst two stagesinvolve finding out about the situation considered
as problematic, such as investigating the environment and culture in
which the problem exists, the specific problems considered, the reasons
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Take action to improve the
problem situation

A

Investigate environment addressed

—»| Define improvements that are
both feasible and desirable

A 4 .
Compare models with real-
Define the environment to be world action

addressed

A

v

Define root definitions of relevant .| Build conceptual models of the
systems of purposeful activity systems defined

Y

Figure4.11 Soft systems methodology (Adapted from Smith 1999)

why the situation is considered problematic, and the improvements that
are sought in the third stage of SSM. A view of the problem is selected
which providesan insight into how improvements can be achieved. This
is undertaken through the use of root definitions: that is, neutral defini-
tions of the activities or tasks to be undertaken which provide insight
into the problem.

The fourth stage involves the building of conceptual models that are
logical expansionsof the root definitionsgenerated in the previous stage.
The models developed are those of systems which can adapt to and
survive changes through their processes of communication and control.

The fifth stage of SSM requires that the models devel oped are com-
pared with reality. This provides a means of instigating debate into how
benefitsinthe systemscan beattained. Thisprocessdirectsattention onto
assumptions made, highlights alternatives, and provides an opportunity
for rethinking many aspects of real-world activity.

The purpose of the sixth stage of SSM is to define changes that will
bring about mediation benefits. Such changes have to meet criteria of
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systematic durability and cultural feasibility. Systematic desirability will
include factors such as mechanisms to determine effectiveness and en-
suring that logical dependencies are reflected in real-world sequential
actions, Cultural feasibility will make allowances for illogical human
actions, and the political environment in which decisions are taken.

Thefinal stage of SSM istheimplementation of the changes proposed.
Undertaking these changes alters the perceptions of theinitial problem
situation. If required, further cycles of SSM can be employed to seek ad-
ditional improvements. This process will have been made considerably
more straightforward through the structuring of the problem undertaken
in the first application of SSM (Smith 1999).

4.8.2 Utility Theory

Modern utility theory, developed from the work of Von Neumann and
Morgenstern, is concerned with anticipating consumer behaviour under
conditions of uncertainty and suggests that an individual will seek to
maximise expected utility. To accommodate the notion that consumers
arerisk averse, for instance, successively smaller incrementsof utility are
derived from each additional unit of wealth accumulated; it is generaly
assumed that they possess quadratic utility functions.

Indifference curves, such asthose labelled DI, D2, D3 in Figure 4.12,
are used to explain what combination of goods a consumer will choose.

Good X

D3

D2

Pl/ Budget Line

Good Y

Figure4.12 Typical indifference map (Adapted from Coyle 2001)
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The optimum point is where the consumer’s budget line is tangent to an
indifference curve on the indifference map. Thus a consumer will show
no preference between combinations of goods X and Y that lie on the
same indifference curve, but in seeking maximum expected utility, the
consumer will prefer a higher indifference curve to a lower one, that
is D3 rather than D2. The point of tangency between the budget line
and an indifference curve indicates the consumer will bein equilibrium,
maximising utility where relative prices are equal to the marginal rates
of substitution.

The concept of utility theory could be applied to the central problem
of decision making under uncertainty — the attitude of decision-makers
to risk; however, in most industries utility theory tends to be regarded
as atheoretical technique, not easily applied. Hertz and Thomas (1983)
describe efforts to turn theoretical utility theory into a practical tool.
They conclude that, for the present, it is important to alert managers to
the possibility of biasin decision making.

4.8.3 Risk Attitude and Utility Theory

With arudimentary knowledge of probability, it is possible to calculate
the expected monetary value (EMV) for decision outcomes (Rafferty
1994). Using this one can pursue the maximisation of EMV as a de-
cision criterion when dealing with decisions under risk. However, it is
frequently seen in practice that rational consumers will prefer an alter-
native to the option that offers the highest expected value.

Utility theory offers a model for understanding this behaviour. Per-
sonal attitudes to risk are measured by understanding and studying in-
dividual trade-offs between gambles and certain pay-offs. From thiswe
can place individuals into three, self-explanatory categories:

e risk neutral
e risk seeking
e risk averse.

The comparisons are usually made from the use of the * Basic Reference
Lottery Ticket' (BRLT). For example, suppose an individual owns a
lottery ticket which has an even chance of winning .£10 000 or nothing
at all. The EMV for theticket is given in the following expression:

EMV = (£10000 x 0.5) + (£0.00 x 0.5) = £5000
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Now if you were to ask the three different groups of individuals what
price they would be willing to pay for the ticket, their responses will
vary asfollows:

e Risk neutral. Thisgroup would, in theory, be willing to sell the ticket
for aminimum price of £5000, which isthe EMV. The seller would
be indifferent between the two outcomes; for instance, for this group,
the certainty equivalent of the gambleis £5000.

e Risk seeking. This group would want to retain the ticket for the thrill
of the gamble and may not be willing to part with the ticket until
the prospective purchaser was willing to pay well over itsEMV. This
seems mathematically irrational.

e Risk averse. Here the group may decide that it is worth selling the
ticket, which has a 50% chance of winning nothing, for a sum less
than the mathematical EMV.

Figure 4.13 shows how, but not why, rational people sometimes prefer
outcomes which do not have the highest monetary value. Utility the-
ory suggests that instead of maximising EMV, people maximise their
own utility. Utilities vary from person to person. The utility function of
an individual is unlikely to be identical to the utility function of that
individual’s employing organisation.

Utility
Risk Seeking Risk Neutral Risk Averse
0 2 3 4 5 6 7 8 9 10

(*000)

Figure4.13 Risk options (Adapted from Coyle 2001)
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4.8.4 Nominal Group Technique

Nominal group technique (NGT) is a variant of brainstorming. It isa
method of generating ideas which has been developed in an attempt to
overcome some of the perceived failures of brainstorming. InNGT, each
group member records a number of risks and these risks are presented
to the group for discussion. During the presentation, members of the
group individually score each risk and the scores are ranked. The scores
are then mathematically aggregated to yield a group decision (Frosdick
1997).

485 StressTesting and Deterministic Analysis

A dtress test is basically a deterministic model typically run in Mi-
crosoft Excel. The inputs are derived from factors such as cash flow
magnitude, cash flow start and end points, production cost and an es-
timate of potential project cost escalation over and above the project
contingency. Each project stakeholder is responsible for developing a
range of possible outcomes, usually as a percentage and typicaly for
their respective factors. For example, marketing is responsible for sales
volume and pricing assumptions, manufacturing is responsible for the
cost data and project engineering is responsible for project cost escala-
tion assumptions. These factors are typically single point sensitivities.
The financial model calculates IRR, NPV and payback period. After
the model has been run for the base casg, it is then run for a variety of
sensitivity caseswith each variable set independently for best and worst
predicted outcome. The result is either a spider diagram or a tornado
diagram showing the individual impact of each factor on project eco-
nomic parameters such as NPV. Additionally these same impacts are
then put into a project risk table that identifies the risk and its NPV
impact on the project. The model is then run for the worst case sce-
nario by setting all input variables to their worst anticipated outcomes
thereby giving the worst project outcome. Conversely, each input is
then set to the most optimistic case giving the best case scenario. Once
these scenarios have been compiled, the assumptions are challenged
by the various stakeholders in a brainstorming-type format. It is the
stakeholders' responsihility to thoroughly challenge or ‘ stresstest’ each
assumption. Only after the respective stakehol ders agree with the project
assumptions is the appropriation request sent forward for corporate
approval.
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Table4.4 Stresstest strengths and weaknesses

Strength Weakness

Uses more than one analysis tools to Usesrelatively weak financial model in that
evaluate risk only single point assumptions are used

Seeks to challenge assumptions by Relies on individual groups to come up
brainstorming methods with point assumptions

Reasonably simple to use with minimal ~ Being simple to use, bringswith it alack of
inputs required to generate an output robustness that more advanced

techniques possess

Full breadth of risks analysed even Does not, typically, take into account
though outliers may not be overly interdependence of input variables
realistic

Aswith Monte Carlo relies on historical
subjective data for variances from base.

Risks tend to be overestimated to ensure a
high degree of comfort

Does not output aformal document
identifying risk owner or mitigating
actions

The strengths and weaknesses of this methodology contains some
strengths not found in Monte Carlo analysis due primarily to the fact
that it contains not one but a variety of different risk management tools
al rolled into one. Despitethisfact, the methodol ogy hasinherent weak-
nesses that the authors feel are better addressed by Monte Carlo tech-
niques. Table 4.4 contrasts these perceived strengths and weaknesses.

The stress test methodology, while outputting a variety of sensitiv-
ities and having many similarities to established practices, cannot be
pigeonholed into any one category. The methodology outputs do iden-
tify the risks and magnitude, but do arelatively weak job of tying down
respective probahilities. The tendency is to overestimate the risks and
put enough cushion in the appropriation to ensure a viable project.

In contrast, the concept of Monte Carlo simulation, in principle, is
fairly simple. Project risk inputs are given probability distributions and
run through a mathematical model to generate a resultant risk probabil-
ity curve. However, depending on the application these models can be
highly complex and give misleading results to the inexperienced user.
If the user disregards the tails on a distribution, this can eliminate up to
30% of the cumulative probabilities. As with any analysistool the user
needsto fully understand the mechanism, itsadvantages and weaknesses
when applying it. Monte Carlo analysis has proven itself avaluable risk
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analysistool if used correctly. Conversely, if used incorrectly it canraise
as many questions as answers.

4.8.6 Tornado Diagram

The Tornado diagram is derived from the sensitivity analysis technique.
Activities within a project can be subjected to percentage increases or
decreases based on the uncertainty at the time of analysis.

Initially those activities, for example those shown in Figure 4.14, are
considered to have various outcomes. The effect of risk is expressed
quantitatively on each of the items which are then illustrated on a Tor-
nado diagram. The best case scenario is the one that shows a positive
saving and the worst case scenario shows the potential 1osses on each
of the activities. The best and worst case scenarios are the outer lines
in Figure 4.14. The inner line represents the savings and losses after
risk mitigation. For example, before risk mitigation, metal prices have
a range of minus $400 and plus $600. This is identified as the most
sensitive activity. Insurance, on the other hand, is seen as less sensitive,
having a range of plus $250 and minus $150. The risk associated with
these activities can then be mitigated by buying forward in the former
case and changing insurers in the latter case. Similarly the other ac-
tivities are mitigated and the inner line can now be drawn to show the
worst and best cases for each activity. The smaller the area between the
worst case and best case line the less the uncertainty in the scheduled
activities.

4.9 COUNTRY RISK ANALYSIS

Country risk assessment was considered to be anew discipline at a pre-
mature stage with unclear boundaries and terminology (Leavy 1984). In
order to support this argument, a comparison with ‘sovereign risk’ and
‘political risk’ assessment was put forward. * Sovereign risk assessment’
istheterm normally usedinthe banking worldto refer totherisksrelated
to the provision of loans to foreign governments, while ‘political risk
assessment’ is the technique used to predict the political stability and
the non-business risk in conducting operations in the different socio-
political environment. Notable research has been carried out in the area
of political risk, resulting in commercially produced inventory check-
lists, specialised publications and quantitative approaches, which are






